AN ANALYSIS OF CONFINED MAGNETOHYDRODYNAMIC VORTEX FLOWS

by David E. Loper

Prepared by
CASE INSTITUTE OF TECHNOLOGY
Cleveland, Ohio

for

NATIONAL AERONAUTICS AND SPACE ADMINISTRATION • WASHINGTON, D. C. • NOVEMBER 1966
AN ANALYSIS OF CONFINED MAGNETOHYDRODYNAMIC VORTEX FLOWS

By David E. Loper

Distribution of this report is provided in the interest of information exchange. Responsibility for the contents resides in the author or organization that prepared it.

Prepared under Contract No. NsG 198/36-003-003 by CASE INSTITUTE OF TECHNOLOGY Cleveland, Ohio

for

NATIONAL AERONAUTICS AND SPACE ADMINISTRATION

For sale by the Clearinghouse for Federal Scientific and Technical Information Springfield, Virginia 22151 – Price $3.25
ABSTRACT*

The vortex flow of a viscous, incompressible and electrically conducting fluid confined between two finite flat plates (with a net radial mass flow) in the presence of an applied axial magnetic field is considered. The details of the velocity field including boundary layer blockage and redistribution of radial mass flow are of primary concern. The analysis is limited to the case of the separation distance between the two end-plates being small compared with the radius of the plates; this allows the momentum equations to be uncoupled from the electromagnetic equations. The momentum equations are linearized and solved for the velocities and the pressure as Fourier series. The temperature and electromagnetic variables are then found. The velocity and temperature results are plotted and discussed, showing the influence of the magnetic effects upon the flow pattern.

*This investigation was submitted in partial fulfillment of the requirements for the Degree of Doctor of Philosophy.
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CHAPTER I

INTRODUCTION

1. Some Previous Investigations

Vortex flows have been of continuing interest to fluid dynamiciasts for some time. Recently, interest has been focused upon the problems of vortices confined within finite bounding walls and of vortex flows in the presence of magnetic fields. This interest has been stimulated in part by the possibility of power generation by means of a magnetohydrodynamic vortex power generator [1] and by the possibility of developing a gaseous fission rocket [2].

To gain an understanding of the nature of the flow of a vortex in the presence of bounding walls, consider a free vortex (tangential velocity 1/r) near a stationary flat plate which is perpendicular to the vortex axis. The radial pressure gradient, dp/dr, away from the plate varies as $v^2/r$ or as $1/r^3$. Near the flat plate, the tangential velocity is slowed forming a boundary layer. The external radial pressure gradient is impressed upon this boundary layer. Within the boundary layer, the tangential velocity is insufficient to counterbalance this pressure gradient. This results in a pressure defect which drives the fluid within the boundary layer radially inward. In this way strong radial mass
flow is generated near the plate. This radial flow must be com-
pensated by a mass flow into the boundary layer from the outer flow. For vortex flow near a single flat plate, conservation of mass is satisfied by an axial flow from infinity; the radial velocity outside the boundary layer is assumed to be zero. In an attempt to describe accurately the nature of this boundary layer upon the single flat plate in the presence of a vortex, a considerable number of momentum integral analyses have been performed [3,4,5].

Lewellen and King [6] have analyzed this single plate problem with the addition of an applied axial magnetic field. They performed a momentum integral analysis of a vortex flow (tangential velocity \( \sim r^n \)) over a finite flat plate under the restriction that the radial electric current outside the boundary layer be a zero.

In a problem with vortex motion occurring in the confined region between two stationary flat plates (see figure 1), the flow picture must be different. The slowing of the tangential velocity forming boundary layers and the accumulation of radial mass flow within these boundary layers due to the pressure defect occurs as described above. If the action of viscosity is so great as to cause the boundary layers to occupy an appreciable fraction of the volume of the confined region, the vortex motion may be greatly affected. This effect is referred to as boundary layer blockage. In the single plate case, the boundary layer mass flow is compensated by an axial flow toward the plate. With the addi-
tion of a second plate, this axial flow is blocked; conservation of radial mass flow within the boundary layers must be satisfied by a decrease in the radial velocity in the inviscid region between the two plates. Therefore, the radial velocity outside the boundary layers cannot be assumed to be zero as was done in the single plate problem described above or else it will be impossible to satisfy conservation of mass.

In order to maintain physically the vortex flow, the net radial velocity must be directed toward the axis of rotation. A large fraction of the total radial mass flow may be drawn into the boundary layers by the action of the pressure defect. If the fraction of radial mass flow diverted into the boundary layers is greater than unity, the radial velocity outside the boundary layers must change direction from toward the vortex axis to away from the axis. In this case, the vortex motion breaks down and the flow picture becomes more complicated.

Many of the single plate analyses referenced above have been made in an attempt to describe the flow of a vortex confined by two flat plates. However, since the conditions of the two problems are basically different as described above, it is not apparent that an analysis of the single plate problem yields results applicable to the two plate problem.

Vogelpohl [7] was the first investigator to attempt an analysis of a confined vortex. He considered the flow of a vis-
cous incompressible vortex confined by two flat plates placed perpendicularly to the vortex axis (figure 1). He obtained an exact solution for the tangential velocity under the restrictive assumptions that the radial velocity was completely independent of the axial coordinate (that is, it varied inversely as the radius) and that the axial velocity was zero. The assumption that the radial velocity does not vary with the axial coordinate precludes the accumulation of the radial mass flow within the boundary layers due to the action of the pressure defect. Thus his solution is not an accurate representation of the vortex flow between two flat plates.

Loper [8] analyzed the two plate problem for the case of the plates relatively close together using a momentum integral analysis. The integral method was modified from the form used in the single plate analyses to account for the fact that the radial velocity outside the boundary layers is not zero. This method is a more accurate representation than Vogelpohl's in that it allows redistribution of radial mass flow into the boundary layers.

Rosenzweig, Lewellen and Ross [9] also analyzed the two plate configuration. They essentially limited their analysis to the case where the tangential velocity is much larger than the radial velocity and the separation distance between the plates is larger than the radius of the plates. Their expansion technique forced them to divide the region of interest into inviscid, boundary layer and central core regions and to patch solutions at
the boundaries of these regions. Unfortunately, they were not able to obtain good experimental correlation.

The momentum integral technique, used almost exclusively for the above boundary layer analyses, does not yield many details of the flow field. Also its accuracy depends upon the proper choice of velocity profiles in the boundary layer. With the addition of magnetic effects to the two plate problem, this technique becomes too cumbersome to be employed successfully. Therefore, another method of solution will be employed in the analysis of the governing equations in Chapter III. This is the linearization method of Oseen and Targ [10]. This method does not require the boundary layer velocity profiles to be assumed beforehand and it yields more detailed information concerning the flow.

2. Subject and Scope of Present Work

In the following, the vortex flow of a viscous, incompressible, and electrically conducting fluid between two finite flat plates (figure 1) in the presence of an applied axial magnetic field will be analyzed. The region of interest is bounded radially by two coaxial cylinders which also act as electrodes connected by an external resistive load. The influence of the two end plates upon the vortex flow is of particular interest.

The basic governing equations, Navier-Stokes, conservation of mass, energy, Maxwell's and Ohm's Law, will be simplified with
the help of certain assumptions enumerated in the following section. These equations will then be further simplified by considering only the case for which the radius of the outer cylinder (R) is much larger than the separation distance between the two plates (b). The boundary layer interaction is most pronounced for this configuration. Also, this geometric restriction allows a considerable simplification in the governing equations; it is possible to express the magnetic body force terms in terms of the velocity components and thus eliminate Maxwell's equations and Ohm's Law from immediate consideration. In addition, this assumption allows a unified analysis of the region of interest rather than a split-up requiring patching of solutions.

The non-linear terms of the simplified Navier-Stokes equations will be linearized in the manner of Oseen and Targ [10]. This linearization uncouples the equations to facilitate their solution. These linearized equations may be solved exactly to yield Fourier series solutions for the velocity profiles. These profiles will be calculated numerically and plotted on graphs for various values of the governing parameters.

With the velocity distribution known, the energy equation may be simplified and solved for the temperature distribution. Finally, parameters such as voltage, electric current and magnetic fields will be obtained.
3. Assumptions and Limitations

A number of assumptions will be made concerning the nature of the working fluid. Some of them are well justified on physical grounds but others must be rather arbitrarily made in order that the problem become mathematically tractable.

It is assumed that:

a. The fluid is Newtonian; that is, the fluid is of one species which obeys the Navier-Stokes equations.

b. The flow is steady and axially symmetric.

c. The flow is laminar.

d. The fluid is incompressible.

e. The properties of the fluid are constant.

f. No body force other than the magnetic body force acts on the fluid.

g. The fluid is non-magnetic and has no polarization.

h. The conductivity is a scalar constant.

i. Radiation effects are negligible.

j. The flow speed is small compared to the speed of light.

The first assumption is basic to fluid flow problems but might not be valid if ionization and dissociation effects become important. The second is well founded physically due to the nature of the boundary conditions prescribed below.

The validity of assumption c depends upon the value of the Reynolds number. If the flow is turbulent, the solution may be
roughly approximated by a laminar solution by the use of a combined eddy viscosity. Assumption d is very good if the working fluid is a conducting liquid but is not good if the fluid is a hot gas. Assumptions d and e allow the energy equation to be uncoupled and make the set of equations a bit more manageable.

Assumptions f and g form part of the magnetohydrodynamic approximation and are generally true for most fluids. Assumption h means that the Hall and ion slip effects are neglected. The last assumption is not good for very high temperatures but must be made for mathematical simplicity.

4. A Discussion of the Boundary Conditions

A. The Velocity Boundary Conditions

The end plates are stationary and impermeable and there is no slip of the fluid at the plates. With the end plates separated by a distance b and with the coordinate system shown in figure 1, these conditions may be expressed mathematically as:

At \( z^* = 0 \); \( u^* = v^* = w^* = 0 \)

and

At \( z^* = b \); \( u^* = v^* = w^* = 0 \)

where the asterisks denote dimensional variables and all symbols are defined in the List of Symbols.

Since the configuration is symmetric about the midplane between the two end plates, further conditions may be expressed at \( z^* = b/2 \):
At \( z^* = b/2 \); \( \partial u^*/\partial z^* = \partial v^*/\partial z^* = w^* = 0 \)

These conditions are not independent of those stipulated above but are more convenient to apply in certain circumstances.

Let the region of interest be bounded radially by the two cylinders at \( r^* = \varepsilon R \) and \( r^* = R \) where \( \varepsilon \) is a positive number less than one. In order physically to maintain the vortex flow there must be a radially inward velocity. However, if the fraction of radial velocity drawn into the boundary layers is greater than one, the radial velocity outside the boundary layer will reverse direction and the vortex will break down. This vortex breakdown occurs first at the inner radial bound of the region of interest and progresses radially outward as the parameters causing this breakdown are increased. This analysis will not deal with the region where the vortex breaks down; that is, the analysis will only be valid for the portion of the region of interest where the inviscid radial velocity is directed toward the vortex axis.

The working fluid may enter the region of interest at the outer cylinder by being injected tangentially through slot jets, by being blown through a rotating porous cylinder or by some equivalent method such that the velocity boundary conditions at the outer cylinder are:

At \( r^* = R \); \( u^* = -V \) \( v^* = \lambda V \) \( w^* = 0 \)

where \( \lambda \) is a positive constant representing the ratio of the inlet tangential velocity to the inlet radial velocity. These boundary conditions prescribe the driving force of the problem.
It is assumed that the inner cylinder at $r^* = \epsilon R$ marks the boundary of the region of interest and acts as one electrode for the electrical circuit but does not present an obstruction to the flow of the fluid. This assumption does not allow the prescription of velocities at the inner cylinder and therefore precludes consideration of a radial boundary layer on this cylinder. This assumption is compatible with the neglect of the second order radial derivatives in the Navier-Stokes equations in Chapter II.

The analysis will not be concerned with the manner of exit of the fluid from the central core. The ejection of fluid from the boundary layer which was discussed by Rosenzweig, Lewellen and Ross [9] is assumed to occur in the central core $r^* < \epsilon R$ and thus is not included in the present analysis.

B. The Electromagnetic Boundary Conditions

The applied magnetic field is in the axial direction and the fluid flow is primarily in the tangential direction, therefore an electromotive force is induced in the radial direction. For the device to operate as a power generator, the end plates must be insulators and the cylindrical walls must be conducting electrodes connected to an external resistance.

For mathematical simplicity, assume that this external resistance consists of two flat plate resistors laminated onto the end plates. This model retains the symmetry about the plane $z^* = b/2$ and also maintains the axial symmetry. Thus, in effect, radial sheet currents exist at $z^*$ equals 0 and $b$ in the mathematical
model. This means that the tangential component of the magnetic field is discontinuous at \( z^* = 0 \) and \( b \). However, the radial and axial components of the magnetic field remain continuous at the boundaries because no other sheet currents exist.

The fact that the end plates are insulators requires that the axial component of the current is zero at \( z^* = 0 \) and \( b \). Thus

At \( z^* = 0 \) and \( b \); \( B^*_r, B^*_z \) are continuous

\[ J^*_z = 0 \]

The presence of axial currents within the cylindrical electrodes will again cause the tangential component of the magnetic field to be discontinuous but the other two components are still continuous. Further conditions at the cylindrical electrodes need not be stipulated since they are not necessary for the analysis. Thus

At \( r^* = cR \) and \( R \); \( B^*_r, B^*_z \) are continuous

As the distance from the device becomes very large, it is assumed that the electric and magnetic fields approach their applied values.

Thus

\[ \text{As } z^2 + r^2 \rightarrow \infty ; \]

\[ B^* \rightarrow B_Z \]

\[ E^* \rightarrow 0 \]
C. The Temperature Boundary Conditions

There are two possible forms for the temperature boundary conditions on the end plates. The first is that there is no heat flow axially at the end plates. This condition may be expressed as:

(i) At $z^*$ = 0 and $b$; $\frac{\partial T^*}{\partial z^*} = 0$

The second condition is a prescribed end-wall temperature, it may be expressed as:

(ii) At $z^*$ = 0 and $b$; $T^* = T_w$

At the outer cylindrical wall, it is assumed that the fluid enters the region of interest with a uniform prescribed value:

At $r^*$ = $R$; $T^* = T_R$

In the development of the equations, the energy equation, like the Navier-Stokes' equations, will be simplified to parabolic form. Thus no temperature boundary conditions will be specified on the inner cylindrical wall. This agrees with the assumption that the inner cylindrical wall is not a real obstacle to the flow.
CHAPTER II

DEVELOPMENT OF EQUATIONS

1. Basic Equations

The steady laminar motion of an incompressible electrically conducting fluid in the presence of a magnetic field is governed by the following equations:

Conservation of mass

\[ \text{div} \mathbf{v}^* = 0 \quad \text{II-1} \]

Conservation of momentum

\[ \rho (\mathbf{v}^* \cdot \nabla) \mathbf{v}^* = -\nabla p^* + \mu \nabla^2 \mathbf{v}^* + \mathbf{J}^* \times \mathbf{B}^* \quad \text{II-2} \]

Maxwell's equations

\[ \text{curl} \mathbf{B}^* = \mu_m \mathbf{J}^* \quad \text{II-3} \]
\[ \text{div} \mathbf{B}^* = 0 \quad \text{II-4} \]
\[ \text{curl} \mathbf{E}^* = 0 \quad \text{II-5} \]
\[ \text{div} \mathbf{E}^* = \frac{\rho_e^*}{\varepsilon_0} \quad \text{II-6} \]

Ohm's law

\[ \mathbf{J}^* = \sigma (\mathbf{E}^* + \mathbf{v}^* \times \mathbf{B}^*) \quad \text{II-7} \]

Conservation of charge

\[ \text{div} \mathbf{J}^* = 0 \quad \text{II-8} \]
Conservation of energy

\[ \frac{\partial \rho v^*}{\partial t^*} = k v^* T^* + \mu^* \frac{1}{\rho} \frac{J^*}{J^0} \cdot \nabla^* \cdot \nabla^* J^* \]

where \( \phi \) is the viscous dissipation term and will be defined below. The asterisks are used to indicate dimensional variables.

2. The Non-Dimensionalization

The governing differential equations will be non-dimensionalized by choosing characteristic values of the variables appearing in the problem. When these governing equations are written out in cylindrical coordinates, the unknowns are functions of two spatial variables, the radius \( r^* \) and the axial dimension \( z^* \). There is no dependence upon the azimuthal angle since the flow is assumed to be axisymmetric. The characteristic radial dimension is chosen as the radius of the outer cylinder, \( R \), while the characteristic axial dimension is the separation distance between the two plates, \( b \).

It is not obvious what the characteristic velocity should be. The tangential velocity \( v^* \) is introduced into the region of interest with a different value than the radial velocity. However, postulation of differing characteristic velocities for these two velocity components only leads to a more complicated analysis and does not shed any light on the ordering procedure. Therefore, the tangential and radial velocities are given the same characteristic velocity. The value of the radial velocity at the outer cylinder,
denoted by $V$, is chosen as the characteristic velocity. It is reasonable that the characteristic axial velocity be the same as the characteristic radial velocity since the axial velocity is induced by conservation of mass to compensate for redistribution of the radial mass flow.

The pressure is nondimensionalized by a characteristic pressure $P$. This characteristic pressure will be chosen such that the dimensionless pressure $p$ will be of unit order for all values of the variables, this choice is made in section 3 below. The characteristic temperature is chosen as the inlet fluid temperature $T_R$.

The characteristic value of the magnetic field is chosen as the value of the applied axial magnetic field, $B$. The electric field and electric current are induced by the $(\mathbf{v} \times \mathbf{B})$ term appearing in the Ohm's Law equation. Thus, obvious characteristic values for the electric field and current are $VB$ and $\sigma VB$ respectively.

The dimensional variables may now be written as:

\[
\begin{align*}
& r^* = Rr & a & T^* = T_R T & e \\
& z^* = bz & b & B^* = BB & f \\
& \mathbf{v}^* = \mathbf{v} & c & \mathbf{E}^* = VBE & g \\
& P^* = Pp & d & \mathbf{J}^* = \sigma VB\mathbf{J} & h \\
& \rho^* = \rho e e_0 VB/R & i
\end{align*}
\]

The governing equations II-1 through II-9 written in dimensionless form and in cylindrical coordinates are:
\[
\frac{1}{r} \frac{\partial}{\partial r} (ru) + s \frac{\partial w}{\partial z} = 0 \quad \text{II-11}
\]

\[
u \frac{\partial u}{\partial r} + sw \frac{\partial u}{\partial z} - \frac{v^2}{r} = - \frac{\partial P}{\partial r} + \frac{\rho m}{\partial r} \left[ J_\phi B_r - J_z B_\phi \right]
+ \frac{1}{Re} \left[ \frac{\partial^2 u}{\partial r^2} + \frac{3}{r} \left( \frac{\partial}{\partial r} \right) u \right] + s^2 \frac{\partial^2 u}{\partial z^2} \quad \text{II-12}
\]

\[
u \frac{\partial v}{\partial r} + sw \frac{\partial v}{\partial z} + \frac{uv}{r} = + \frac{\rho m}{\partial r} \left[ J_\phi B_r - J_z B_\phi \right]
+ \frac{1}{Re} \left[ \frac{\partial^2 v}{\partial r^2} + \frac{3}{r} \left( \frac{\partial}{\partial r} \right) v \right] + s^2 \frac{\partial^2 v}{\partial z^2} \quad \text{II-13}
\]

\[
u \frac{\partial w}{\partial r} + sw \frac{\partial w}{\partial z} = -Es \frac{\partial P}{\partial z} + \frac{\rho m}{\partial r} \left[ J_\phi B_r - B_r J_\phi \right]
+ \frac{1}{Re} \left[ \frac{\partial^2 w}{\partial r^2} + \frac{3}{r} \frac{\partial w}{\partial r} + s^2 \frac{\partial^2 w}{\partial z^2} \right] \quad \text{II-14}
\]

\[- \frac{s}{\rho m} \frac{\partial B_\phi}{\partial z} = J_\phi \quad \text{II-15}\]

\[
s \frac{\partial R}{\partial z} - \frac{1}{\rho m} \frac{\partial E_z}{\partial r} = J_\phi \quad \text{II-16}\]

\[
\frac{1}{\rho m} \frac{1}{r} \frac{\partial}{\partial r} \left( E_\phi r \right) = J_Z \quad \text{II-17}\]

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r B_r \right) + s \frac{\partial E}{\partial z} = 0 \quad \text{II-18}\]

\[- \frac{\partial E}{\partial z} = 0 \quad \text{II-19}\]

\[
s \frac{\partial E}{\partial z} - \frac{\partial E}{\partial r} = 0 \quad \text{II-20}\]
\[ \frac{1}{r} \frac{\partial}{\partial r} (rE_\phi) = 0 \] \hspace{1cm} \text{(II-21)}

\[ \frac{1}{r} \frac{\partial}{\partial r} (rE_r) + s \frac{\partial^2 E_z}{\partial z^2} = 0 \] \hspace{1cm} \text{(II-22)}

\[ J_r = E_x + vB_z - wB_\phi \] \hspace{1cm} \text{(II-23)}

\[ J_\phi = wB_r - uB_z \] \hspace{1cm} \text{(II-24)}

\[ J_z = E_z + uB_\phi - vB_r \] \hspace{1cm} \text{(II-25)}

\[ \frac{1}{r} \frac{\partial}{\partial r} (rJ_r) + s \frac{\partial^2 J_z}{\partial z^2} = 0 \] \hspace{1cm} \text{(II-26)}

\[ u \frac{\partial T}{\partial r} + sw \frac{\partial T}{\partial z} = \frac{1}{RePr} \left[ \frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} + s^2 \frac{\partial^2 T}{\partial z^2} \right] \]

\[ \text{+ } \text{Rm} \text{N } \text{E} \left[ J_r^2 + J_\phi^2 + J_z^2 \right] \text{+ } \frac{\text{Ec}}{\text{Re}} \left[ \left( \frac{\partial u}{\partial r} \right)^2 + \left( s \frac{\partial w}{\partial z} \right)^2 \right] \]

\[ \text{+ } (s \frac{\partial v}{\partial z})^2 + (\frac{\partial v}{\partial r})^2 + (s \frac{\partial u}{\partial z} + \frac{\partial w}{\partial r})^2 - \frac{v}{r} \frac{\partial v}{\partial r} \] \hspace{1cm} \text{(II-27)}

where \( s \) is the shape parameter, \( Re \) is the Reynolds number, \( E \) is the Euler number, \( Rm \) is the magnetic Reynolds number, \( N \) is the magnetic pressure term, \( Pr \) is the Prandtl number and \( Ec \) is the Eckert number:

\[ s = R/b \quad a \quad N = B^2 / \mu_m \rho V^2 \quad e \]

\[ \text{Re} = \rho RV/\mu \quad b \quad \text{Pr} = \rho c/\kappa \quad f \]

\[ E = P/\rho V^2 \quad c \quad \text{Ec} = V^2/c T_R \quad g \]

\[ \text{Rm} = \mu_m \rho RV \quad d \]
Note that equations II-19 and 21 plus single valuedness of the potential yield

\[ E_\phi = 0 \]  

The boundary conditions for the problem as described in section I are

At \( z = 0 \) and \( 1 \) \( u = v = w = 0 \) \( a, b, c \)

(i) \( T = T w / T_R \) or (ii) \( \frac{\partial T}{\partial z} = 0 \) \( d \)

\( J_z = 0 \) \( e \)

\( B_r, B_z \) continuous \( f \)

The physical configuration is symmetric about the plane \( z = l/2 \). The dependent variables are either symmetric or antisymmetric with respect to this plane of symmetry. For those which are symmetric, their first (and all other odd) derivatives are zero at \( z = l/2 \). For those which are antisymmetric, the variables (and all even derivatives) are zero at \( z = l/2 \):

At \( z = 1/2 \)

\[ \frac{3}{\partial z} (u, v, T, B_z, E_r, J_r, J_\phi) = 0 \]

\[ (w, B_r, B_\phi, E_z, J_z) = 0 \]  

These symmetry conditions are not independent of conditions II-30 at the end plates but may partially replace them for convenience in determining the admissible forms of solutions for the variables.

The radial boundary condition is
At $r = 1$

$u = -1$  
$v = \lambda$  
$w = 0$  
$T = 1$  

$B_r, B_z$ continuous

II-32

The parameter $\lambda$ is the ratio of the inlet tangential velocity to the inlet radial velocity. It is expected that the term $vB_z$ in equation II-23 will govern the radial current flow and that $uB_z$ in equation II-24 will govern the tangential current. The radial current is the component which flows through the external circuit producing useful electric power while the tangential current is entirely dissipated as ohmic losses. For power applications, it is desirable to maximize the radial current and minimize the tangential current. This means that in a practical power generator $\lambda$ will be much larger than one. However, the subsequent analysis will not be restricted to this case but will retain $\lambda$ as a general constant.

The electromagnetic boundary conditions far from the device are:

At $z^2 + r^2 = \infty$

$B_r = 0$  
$B_\phi = 0$  
$B_z = 1$  
$E = 0$

II-33
3. **Expansion in Powers of l/s**

With the energy equation being uncoupled, the flow pattern and electromagnetic field are functions of the coordinates $z$ and $r$, and of $s$, $Re$, $E$, $Rm$, $N$ and $\lambda$, six dimensionless parameters. As the equations stand at the moment, their solution borders on the impossible; some simplification must be introduced. The usual method employed, and the one to be employed presently, is to assume that one of the dimensionless parameters has a value either much greater than or much less than unity. The terms of the equations are then ordered with respect to this parameter and only the dominant terms are retained.

The intent of this analysis is to investigate the influence of the end walls upon the flow pattern within the region of interest. Since this influence is most pronounced when the plates are relatively close together, and since there is a significant simplification of the equations for this case, consideration will now be given to the case for which $s$ is much larger than one; that is, when the radius of the outer cylinder, $R$, is much larger than the separation distance between the two plates, $b$.

That is, consider now that

$$s \gg 1$$

The first step in the simplification of the equations is to expand the dependent variables in powers of $l/s$, a small quantity:
Now the components $u_i$, $B_{ri}$, etc. are assumed to be of unit order for any $s >> 1$. These components may not be completely independent of $s$; their shape (but not magnitude) may still depend on $s$.

The ordered components with subscript zero will satisfy the boundary conditions II-30 through II-33. All other components will satisfy analogous conditions but with boundary values of zero.

Substitution of equations II-35 into equations II-11 through II-27 and grouping terms with equal powers of $s$ yields:

$$\frac{\partial w_0}{\partial z} + \frac{1}{s} \left[ \frac{1}{r} \frac{\partial}{\partial r} (u_0 r) + \frac{\partial w_1}{\partial z} \right] + \frac{1}{s^2} \left[ \frac{1}{r} \frac{\partial}{\partial r} (u_1 r) + \frac{\partial w_2}{\partial z} \right] + ... = 0$$
\[
\frac{dp}{dr} + \frac{1}{s} \frac{dp}{dr^{1+}} + \ldots + sw_0 \frac{\partial u_0}{\partial z} + [u_0 \frac{\partial r_0}{\partial r} + w_1 \frac{\partial u_0}{\partial z} + w_0 \frac{\partial u_1}{\partial z} - \frac{v_0^2}{r}] + \ldots
\]

\[
= \frac{s^2}{Re} \frac{\partial^2 u_0}{\partial z^2} + \frac{s^2}{Re} \frac{\partial^2 u_1}{\partial z^2} + \frac{1}{Re} \left[ \frac{\partial^2 u_0}{\partial r^2} + \frac{3}{r} \frac{\partial u_0}{\partial r} - \frac{\partial^2 u_2}{\partial z^2} \right] + \ldots \quad \text{II-37}
\]

+[RmN \left( J_{\phi_0 B_{zo}} - J_{zo B_{\phi_0}} \right) + \frac{RmN}{s} \left( J_{\phi_1 B_{zo}} + J_{\phi_0 B_{z1}} - J_{z1 B_0} - J_{z1 B_0} \phi_1 \right) + \ldots
\]

\[
\frac{\partial v_0}{\partial z} + [u_0 \frac{\partial v_0}{\partial r} + w_1 \frac{\partial v_0}{\partial z} + w_0 \frac{\partial v_1}{\partial z} + \frac{u_0 v_0}{r}] + \ldots = \frac{s^2}{Re} \frac{\partial^2 v_0}{\partial z^2} + \frac{s}{Re} \frac{\partial^2 v_1}{\partial z^2} + \frac{1}{Re} \left[ \frac{\partial^2 v_0}{\partial r^2} + \frac{3}{r} \frac{\partial v_0}{\partial r} - \frac{\partial^2 v_2}{\partial z^2} \right] + \ldots \quad \text{II-38}
\]

+[RmN \left( J_{zo B_{ro}} - J_{ro B_{zo}} \right) + \frac{RmN}{s} \left( J_{z1 B_{ro}} + J_{zo B_{r1}} - J_{r1 B_{zo}} - J_{r1 B_{zo}} \phi_1 \right) + \ldots
\]

\[
s[w_0 - \frac{\partial w_0}{\partial z}] + [u_0 \frac{\partial w_0}{\partial r} + w_1 \frac{\partial w_0}{\partial z} + w_0 \frac{\partial w_1}{\partial z}] + \ldots + E[s \frac{\partial p_0}{\partial z} + \frac{\partial p_1}{\partial z} + \ldots]
\]

\[
= \frac{s^2}{Re} \frac{\partial^2 w_0}{\partial z^2} + \frac{s}{Re} \frac{\partial^2 w_1}{\partial z^2} + \frac{1}{Re} \left[ \frac{\partial^2 w_0}{\partial r^2} + \frac{1}{r} \frac{\partial w_0}{\partial r} + \frac{\partial^2 w_2}{\partial z^2} \right] + \ldots \quad \text{II-39}
\]

+[RmN \left( J_{10 B_{\phi_0}} - J_{\phi_0 B_{r0}} \right) + \frac{RmN}{s} \left( J_{1r B_{\phi_0}} + J_{r0 B_{\phi_1}} - J_{\phi_1 B_{r0}} - J_{\phi_0 B_{r1}} \right) + \ldots
\]

\[
- \frac{s}{Rm} \frac{\partial B_{\phi_0}}{\partial z} - \frac{1}{Rm} \frac{\partial B_{\phi_1}}{\partial z} + \ldots = J_{r0} + \frac{1}{s} J_{r1} + \ldots \quad \text{II-40}
\]

\[
s \frac{\partial B_{r0}}{\partial z} + \frac{1}{Rm} \left( \frac{\partial B_{r1}}{\partial r} - \frac{\partial B_{r0}}{\partial r} \right) + \ldots = J_{\phi_0} + \frac{1}{s} J_{\phi_1} + \ldots \quad \text{II-41}
\]
\[
\frac{1}{R_n} \frac{3}{r^2 \partial r} (rB_\phi) + \frac{1}{sR_n} \frac{1}{r^3 \partial r} (rB_{\phi_1}) + \ldots = J_{z0} + \frac{1}{s} J_{z1} + \ldots \tag{II-42}
\]

\[
\frac{\partial B_{z0}}{\partial z} + \frac{1}{s} \left[ \frac{1}{r^2} \frac{\partial}{\partial r} (rB_{r0}) + \frac{\partial B_{z1}}{\partial z} \right] + \ldots = 0 \tag{II-43}
\]

\[
\frac{\partial E_{r0}}{\partial z} + \frac{1}{s} \left[ \frac{1}{r^2} \frac{\partial}{\partial r} (rE_{r1}) - \frac{\partial E_{r0}}{\partial z} \right] + \ldots = 0 \tag{II-44}
\]

\[
\frac{\partial E_{z0}}{\partial z} + \frac{1}{s} \left[ \frac{1}{r^2} \frac{\partial}{\partial r} (rE_{z0}) + \frac{\partial E_{z1}}{\partial z} \right] + \ldots = \rho_e \tag{II-45}
\]

\[
J_{r0} - E_{r0} + \frac{1}{s} (J_{r1} - E_{r1}) + \ldots = \]

\[
v_{0B_{z0}} - w_{0B_{\phi0}} + \frac{1}{s} (v_{1B_{z0}} + v_{0B_{z1}} - w_{1B_{\phi0}} - w_{1B_{\phi1}}) + \ldots \tag{II-46}
\]

\[
J_{\phi0} + \frac{1}{s} J_{\phi1} + \ldots = w_{0B_{r0}} - u_{0B_{z0}} + \]

\[
\frac{1}{s} (w_{1B_{r0}} + w_{0B_{r1}} - u_{1B_{z0}} - u_{1B_{z1}}) + \ldots \tag{II-47}
\]

\[
J_{z0} - E_{z0} + \frac{1}{s} (J_{z1} - E_{z1}) + \ldots = u_{0B_{\phi0}} - v_{0B_{r0}} + \]

\[
\frac{1}{s} (u_{1B_{\phi0}} + u_{0B_{\phi1}} - v_{1B_{r0}} - v_{0B_{r1}}) + \ldots \tag{II-48}
\]

\[
\frac{\partial J_{z0}}{\partial z} + \frac{1}{s} \left[ \frac{1}{r^2} \frac{\partial}{\partial r} (rJ_{r0}) + \frac{\partial J_{z1}}{\partial z} \right] + \ldots = 0 \tag{II-49}
\]
The method of solution of this set of equations II-36 through II-50 will be to solve for the zeroth order unknowns of several of these equations and use these results to simplify the remaining equations.

Consider first equations II-36, 43, 44, 45 and 49. Each of these equations contains only the dimensionless parameter $s$ and the dominant term of each is a single variable differentiated with respect to $z$. The terms of these equations, and all the other equations, have been constructed to be of order one, independent of $s$. Thus in each of these equations, each set of terms multiplied by a different power of $s$ may be set equal to zero.

Thus the lead term of equation II-36 is

$$\frac{\partial w_0}{\partial z} = 0$$
Immediate integration gives

\[ w_0 = f_1(r) \]

Applying the boundary condition II-30-c, the result is

\[ w_0 = 0 \]  \hspace{1cm} \text{II-51} \]

This is an interesting result. In most analyses, it is assumed a priori that the terms of the continuity equation are of the same order. In the above analysis, this assumption was not made and the result is that the axial velocity is not of the same order as the other two velocity components; that is, while the radial and tangential velocities are of unit order, the axial velocity is of order 1/s. It is physically reasonable that the axial velocity be small since it is prescribed zero on all boundaries where velocities are stipulated and since it has no primary driving force such as an imposed axial pressure gradient.

However, the fact that the zeroth order axial velocity \( w_0 \) is zero does not mean that all the inertia terms containing the axial velocity can be automatically ignored. Inspection of the momentum equations II-37 and 38 and the energy equation II-50 reveals that the inertia and convection terms containing the first order axial velocity \( w_1 \) are of the same order as the inertia and convection terms containing the zeroth order radial and tangential velocities. This means that these inertia and convection terms containing \( w_1 \) are of importance when the other terms are and that
the first order axial velocity $w_1$ must be considered along with the zeroth order radial and axial velocities.

Returning to the continuity equation II-36, it is seen that the terms multiplied by $(1/s)$, when set equal to zero, form an equation for the zeroth order radial velocity $u_0$ and the first order axial velocity $w_1$. Since $w_1$ must be considered along with $u_0$ and $v_0$, this equation is of use in determining these unknowns and will be employed below.

Similarly, the lead term of equation II-43 yields, upon integration,

$$B_{z_0} = f_2(r)$$

The equations which govern the flow inside the device are satisfied for any $f_2(r)$. Outside the device $B_{z_0}$ satisfies Laplace's equation. It is known from the boundary conditions that $B_{z_0}$ is continuous at the fluid-solid interface and is equal to one at $z^2 + r^2 = \infty$.

Thus the solution for $B_{z_0}$ outside the device is determinant for any $f_2(r)$; the function $f_2(r)$ may be chosen so as to simplify the subsequent analysis. The most convenient choice is $f_2(r) = 1$. Thus

$$B_{z_0} = 1$$

II-52

This means that, to the zeroth order in $1/s$, the axial magnetic field is undistorted by the presence of the two flat plates and the fluid contained between them. It is physically reasonable that if the plates are relatively close together, the distortion
of the axial magnetic field is small. Note that equation II-52 has been obtained without limitation to small magnetic Reynolds number.

The zeroth order term of equation II-44 yields

\[ E_{r0} = f_3(r) \]  \hspace{1cm} \text{II-53}

Again, as in the case of \( B_{z0} \), the equations within and outside of the device are valid and determinant for any value of \( f_3(r) \). However, in this case there is an additional restriction on the function \( f_3(r) \); \( E_{r0} \) must be such that Ohm's law for the external circuit is satisfied. Ohm's law states

\[ \Delta E^* = \hat{I}^* \hat{R} \]  \hspace{1cm} \text{II-54}

where \( \Delta E^* \) is the potential difference applied to the external circuit, \( \hat{I}^* \) is the current flowing through that circuit and \( \hat{R} \) is the resistance of the external circuit.

In terms of the variables within the device,

\[ \hat{I}^* = 2\pi R \sigma V B_b \int_0^1 r J_r \, dz \]  \hspace{1cm} \text{II-55}

\[ \Delta E^* = - V B R \int_0^1 E_r \, dr \]  \hspace{1cm} \text{II-56}

where the minus sign in equation II-56 is introduced to account for the fact that \( E_r \) is an induced electric field and \( \Delta E^* \) is an applied electric field.

Written in dimensionless form and retaining only the dominant terms in powers of \( 1/s \), equation II-54 becomes

27
\[ \int_0^1 f_3(r) dr = -2\pi \int_0^1 r J_{r0} dz \]  
\text{II-57}

where equation II-53 has been used to replace \( E_{r0} \).

Thus it is obvious that \( f_3(r) \) cannot be arbitrarily chosen as \( f_2(r) \) was. Equation II-57 will be developed further when the ordering procedure yields further information concerning the relation between \( f_3(r) \) and \( J_{r0} \).

Next, equation II-45 yields

\[ E_{z0} = f_4(r) + \int^Z \rho_{eo} dz \]

The problem possesses symmetry about the plane \( z = 1/2 \) and \( E_z \) is antisymmetric. Thus, by equation II-31,

\[ E_{z0} = \int_{\frac{1}{2}}^{\frac{1}{2}} \rho_{eo} dz \]  
\text{II-58}

Lastly, equation II-49 yields

\[ J_{z0} = f_5(r) \]

or, since the end plates are insulators, it is obvious that

\[ J_{z0} = 0 \]  
\text{II-59}

The zeroth order terms of equations II-36, 43, 44, 45 and 49 have been solved for \( w_0, B_{z0}, E_{r0}, E_{z0} \) and \( J_{z0} \) respectively. Equation II-45 yielded a relation between \( E_{z0} \) and the still unknown \( \rho_e \). The remaining zeroth order unknowns, still undetermined, are \( u_0, v_0, p_0, B_{r0}, B_{\phi0}, J_{r0}, J_{\phi0} \) and \( T_0 \). In order to solve the governing
equations for these zeroth order unknowns, it is necessary to solve simultaneously the equations for one first order unknown, $w_1$ since it appears in the momentum, continuity and energy equations where $w_0$ would normally be expected to appear. For convenience, the set of unknowns $u_0$, $v_0$, $w_1$, $p_0$, $E_0$, $E_0$ and $I_0$ will be referred to as the zeroth order set of unknowns.

The analysis will now be concerned with completing the determination of the zeroth order set of unknowns. For this purpose, equations II-36, 37, 38, 39, 40, 41, 46, 47, 48 and 50 will be analyzed further. Equation II-42 will not enter into this consideration since, for general magnetic Reynolds number, its dominant terms involve a higher order unknown:

$$\frac{e}{R_m} \frac{1}{r} \frac{\partial}{\partial r} (rB_\phi) = J_{z1}$$

For magnetic Reynolds number of order one or smaller, the solution for the tangential magnetic field $B_\phi$ found from equation II-40 will automatically satisfy equation II-42.

Note that the leading non-linear term in each of equations II-37, 38, and 39 disappears since $w_0 = 0$. Equations II-36, 37, 38, 39, 40, 41, 46, 47, 48 and 50 may now be written with the higher order terms neglected.

$$\frac{1}{r} \frac{\partial}{\partial r} (u_0r) + \frac{3w_1}{2z} = 0$$  \hspace{1cm} \text{II-60}$$
The axial momentum equation II-63 may be directly simplified by consideration of the Euler number $E = \frac{P}{\rho V^2}$. In the non-dimensionalization of the pressure in equation II-10, the characteristic pressure $P$ was chosen such that the dimensionless pressure $p$ would be unit order for all ranges of parameters considered.
Consider the radial momentum equation II-61. The pressure term is the driving force in that equation; if there is no radial pressure gradient, the radial velocity becomes zero. Therefore, the term \( \frac{\partial p_0}{\partial r} \) must be as large as the largest of the remaining terms in the radial momentum equation II-61. Since all the variables have been non-dimensionalized to be of unit order, this is equivalent to saying that the Euler number, \( E \), must be equal to the largest of 1, \( s^2/Re \) and \( RmN \).

Thus

\[
E > \frac{s^2}{Re} ; E > RmN ; E > 1
\]

II-70

Now consider the axial momentum equation II-63 in the light of equation II-70. Comparison of the pressure term with the magnetic term in equation II-63 shows that the pressure term is always at least of order \( s \) larger than the magnetic term. Therefore, the magnetic term in the axial momentum equation may be neglected.

By a similar comparison, it is seen that the pressure term is always at least of order \( s^2 \) larger than the viscous term in the axial momentum equation even within a boundary layer. Therefore, the viscous term may also be neglected and equation II-63 is reduced to

\[
\frac{\partial p_0}{\partial z} = 0
\]

II-71
This result is also obtained in a single plate analysis by assuming a large Reynolds number. In this case it was obtained as a result of the geometric restriction to large radius compared with separation distance; there is no restriction upon the size of the Reynolds number.

Equation II-71 stating that the zeroth order pressure is independent of the axial coordinate, was gained by neglecting the second order axial derivatives in the axial momentum equation. Now the governing equations only contain a first order axial derivative of the axial velocity.

In the single plate problem, this neglect caused no difficulty since there was only one axial boundary condition specified on the axial velocity, \( w(r,0) = 0 \). The axial velocity far from the plate was not specified.

Now let a second plate be introduced to confine the vortex. This plate has two effects upon the conditions of the flow. The first is that it requires a second axial boundary condition for the axial velocity on the form of \( w(r, 1) = 0 \). The second effect is that the radial pressure gradient \( dp/dr (r) \), which was known in the single plate problem, is now an unknown.

The addition of the second plate to the flow picture adds one condition \( w(r,1) = 0 \) and one unknown \( dp/dr \). It is apparent that these two effects are inter-related. The presence of the second plate, causing the no flow boundary condition, requires
that the radial pressure gradient be just that unique value which will allow the no flow condition to be satisfied. In actuality, this second axial boundary condition on the axial velocity is used to determine the radial pressure gradient. This will be explained in detail after the governing equations are further simplified.

Equation II-66 may be combined with equation II-57 to yield an expression for $f_3(r)$ in terms of the tangential velocity $v_0$:

$$ f_3(r) = \frac{\lambda a}{r} - \int_0^1 v_0 \, dz \tag{II-72} $$

where

$$ \lambda a = \frac{\int_0^1 \int_0^1 v_0 \, rdz}{2\pi \sigma^2 b + \ln \frac{b}{c}} \tag{II-73} $$

Now the radial current may be expressed as

$$ J_{r0} = \frac{\lambda a}{r} + v_0 - \int_0^1 v_0 \, dz \tag{II-74} $$

where the term $\alpha 1$ represents that portion of the radial electric current which passes through the external circuit to produce useful electric power and the term $(v_0 - \int_0^1 v_0, dz)$ represents the eddy currents caused by the variation of the tangential velocity profile with z.

Since the radial and tangential currents are known entirely in terms of velocities by equations II-67 and II-74, equations II-60, 61, 62, and 69 may be written completely in terms of velocities rather than contain any electric current terms:
The applicable boundary conditions are II-30-a,b,c,d; II-31; II-32-a,b,c,d.

Equations II-75 through II-78 do not contain any electromagnetic variables; they may be solved without recourse to equations II-64 through II-68. After the velocity profiles are determined, equations II-74 and II-67 yield the electric current components $J_r$ and $J_\phi$ respectively. Next, equations II-64 and 65 may be solved for $B_\phi$ and $B_r$. Finally, equation II-68 may be differentiated and solved for the unknown electric charge density $\rho_e$.

There are two axial boundary conditions to be satisfied by the axial velocity:

At $z = 0$ and $z = 1$, \[ w_1 = 0 \]
One of these two conditions may be satisfied as a normal boundary condition on \( w_1 \). The other condition may be considered as a fourth equation, to be combined with the three governing equations II-75, 76 and 77, to be solved for the four unknowns \( u_0, v_0, w_1, \) and \( E \frac{dp_0}{dr} \).

In theory, the set of equations II-75, 76 and 77 may be solved for the velocity components \( u_0, v_0, \) and \( w_1 \) in terms of the governing parameters \( \lambda, s^2/Re \) and \( \text{RmN} \) and also in terms of the pressure gradient \( E \frac{dp_0}{dr} \). This radial pressure gradient is not yet known. In general, these velocity solutions will not be able to satisfy both of the conditions II-30-c on the axial velocity since only the first derivative of the axial velocity appears in the governing equations. However, there exists a particular, unique radial pressure gradient \( (E \frac{dp_0}{dr}) \) for which both of these conditions can be satisfied. This is the pressure gradient which will exist naturally between the two flat plates.

This pressure gradient may be determined as follows: First integrate the continuity equation II-75 with respect to \( z \) from \( z = 0 \) to \( z = 1 \). Application of the boundary conditions II-30-c yields

\[
\int_0^1 \frac{1}{r} \frac{\partial}{\partial r} (u_0 r) \, dz = 0 \quad \text{II-79}
\]

Since the limits of integration are independent of the radius \( r \), equations II-79 may be integrated to yield
\[ \int_{0}^{1} u_0 dz = \frac{c}{r} \]

The boundary condition \( u_0(1,z) = -1 \) gives finally

\[ \int_{0}^{1} u_0 dz = -\frac{1}{r} \]  \hspace{1cm} \text{II-80} \]

This is an integral representation of the conservation of mass equation. It states that the total amount of radial mass flow at any radial station is a constant (equal to -1).

Thus, equations II-75, 76 and 77 may be solved for \( u_0, v_0, \) and \( w_1 \) in terms of a general \( \left( E \frac{dp_0}{dr} \right) \). The solution for the radial velocity

\[ u_0 = u_0(r,z;R_mN, \frac{s^2}{Re}, \lambda, E \frac{dp_0}{dr}) \]

may be substituted into equation II-80 to yield a solution for the radial pressure gradient

\[ E \frac{dp_0}{dr} = E \frac{dp_0}{dr} (r; R_mN, \lambda, \frac{s^2}{Re}) \]

With \( u_0 \) known in terms of this particular pressure gradient, the continuity equation II-75 yields a solution for \( w_1 \) which satisfies both axial boundary conditions II-30-c.

4. A Discussion of Types of Flow

The type of flow existing in the region of interest as represented by equations II-75, 76 and 77 depends upon the values of
the dimensionless groups appearing in these equations, \( s^2/Re \), \( RmN \) and \( E \). The determination of \( E \) is automatic, it is set equal to the largest of 1, \( s^2/Re \) and \( RmN \). Therefore, there are only two independent dimensionless groups governing the type of flow. In the following, \( RmN \) and \( s^2/Re \) will be assumed small (of order 1/s or smaller), of unit order, or large (of order \( s \) or larger) and the resulting flow patterns will be briefly discussed.

CASE A

Consider first the case of \( RmN \) negligible; the Reynolds number is ordered below. This may be caused physically by a weak magnetic field or small electric conductivity. Since the governing equations have been developed by neglecting terms of order 1/s compared with the dominant terms, this is equivalent to considering

\[
RmN \leq 1/s
\]

In this case, the magnetic terms in equations II-76 and 77 are small compared with the inertia terms and may be neglected. This removes any effect that the magnetic field has on the flow; the flow is hydrodynamic to order 1/s.

A 1

Consider the \( s^2/Re \) is small in addition to \( RmN \):

\[
RmN \leq 1/s \quad \text{and} \quad s^2/Re \leq 1/s
\]

It follows from equation II-70 that \( E = 1 \). The inertia terms dominate the viscous terms except in two boundary layer regions near the two end plates. That is, equations II-75, 76 and 77 with
the terms on the right hand side of the equal signs replaced by zero approximately govern the flow in the central region between the two plates. The flow in the two boundary layer regions lying between this central region and the two plates is governed by equations II-75, 76 and 77 without the magnetic terms but with the viscous terms present since the second order axial derivatives must be retained to satisfy the boundary conditions on the plates. This case was analyzed by Loper [8] using a momentum integral analysis.

With the introduction of the parameter $s$, the normal role of the Reynolds number Re is replaced by a modified Reynolds number $Re/s^2$. The boundary layer thickness is of order $\sqrt{s^2/Re}$ rather than $\sqrt{1/Re}$.

A2

Now consider $s^2/Re$ is of unit order (this is equivalent to $Re > 1$) while $RmN$ remains small:

$$RmN < \frac{1}{s} \quad s^2/Re = O(1)$$

Again it follows that $E = 1$. In this case the viscous terms are of the same order as the inertia terms and viscous flow fills the region of interest; there is tangential flow throughout the region but there is no central core of inviscid flow.

A3

Let $s^2/Re$ be large while $RmN$ is still small:

$$RmN < \frac{1}{s} \quad s^2/Re > s$$
Now $E = s^2/Re$. The viscous terms dominate and a Stokes type of flow results from equations II-75, 76 and 77. The tangential velocity has a non-zero value only in a boundary layer region near the outer cylinder. The radial velocity is non-zero throughout the region because of radial mass flow conservation; it assumes a parabolic profile away from the outer cylinder (see Appendix III for details). It is no longer possible to satisfy the boundary condition at the outer cylinder in this special case.

CASE B

Consider now that the magnetic parameter is of unit order:

$$RmN = O(1)$$

In this case the magnetic terms are of the same order as the inertia terms and must be considered whenever the inertia terms are.

\[ RmN = O(1) \quad s^2/Re \leq \frac{1}{s} \quad E = 1 \]

This case is very similar to case A1; there is a boundary layer flow but now the magnetic terms must be included. At this point it is not clear what influence the presence of the magnetic terms have on the boundary layer growth and boundary layer blockage. Chapter III, which is an approximate analysis of these cases, will describe this influence.
B 2

\[ \text{RmN} = 0(1) \quad s^2/\text{Re} = 0(1) \quad E = 1 \]

All dimensionless groups are of order one. This case is similar to A2; there is viscous flow throughout the region but with the magnetic terms present.

B 3

\[ \text{RmN} = 0(1) \quad s^2/\text{Re} \geq s \quad E = s^2/\text{Re} \]

This case is identical to case A3. The viscous terms dominate the inertia and magnetic terms.

CASE C

Let the magnetic parameter be large

\[ \text{RmN} \geq s \]

The magnetic terms are larger than the inertia terms; the latter may be neglected. With the neglect of the inertia terms it becomes impossible to satisfy the radial boundary condition at the outer cylinder since the radial derivative terms are ignored. In actuality radial boundary layers exist on the outer cylinder. In this way the radial boundary conditions are satisfied. The further ordering of \( s^2/\text{Re} \) must now be done with respect to \( \text{RmN} \) rather than with respect to unity.
In this case the magnetic terms apparently dominate all others excepting the pressure term and is the governing term in the central region of the device. Near the boundaries the viscous terms become important and boundary layers occur. The inertia terms remain negligible.

**C 2**

\[ \text{RmN} \geq s \quad \frac{s^2}{Re} = O(\text{RmN}) \quad E = \text{RmN} \]

This case is analogous to case A2 but now the viscous terms balance the magnetic terms throughout the region of interest but the inertia terms remain negligible.

**C 3**

\[ \text{RmN} \geq s \quad \frac{s^2}{Re} > \frac{\text{RmN}s}{s} \quad E = \frac{s^2}{Re} \]

This case is identical to cases B3 and A3. It is purely a Stokes type of flow with the magnetic terms as well as the inertia terms being negligible.
CHAPTER III

EXACT SOLUTION OF THE LINEARIZED
MOMENTUM EQUATIONS

1. The Linearization

In this chapter, the set of equations II - 75, 76 and 77 are to be solved to yield the velocity profiles and the radial pressure gradient. The most common method of attacking such a coupled set of non-linear partial differential equations is that of momentum integral analysis. However, for this problem of a confined magneto hydrodynamic vortex flow, that approximate method of analysis is too cumbersome to be employed. Some other method of attack is needed. It is desired that this method yield a more exact solution and more details of the flow than the momentum integral method can.

Such a method which has been used with some success on non-linear equations of this sort is the so called Oseen or Targ linearization [10]. This linearization scheme is valid for general values of the governing parameters. This is the method of the solution which will be employed in this chapter.

The governing equations are
\begin{align*}
\frac{1}{r} \frac{\partial}{\partial r} (ru) + \frac{\partial w}{\partial z} &= 0 \quad \text{II-75} \\
(u \frac{\partial}{\partial r} + w \frac{\partial}{\partial z})u - \frac{v^2}{r} + E \frac{\partial p}{\partial r} &= \frac{S^2}{\text{Re}} \frac{\partial^2 u}{\partial z^2} - RmNu \quad \text{II-76} \\
(u \frac{\partial}{\partial r} + w \frac{\partial}{\partial z} + \frac{u}{r})v &= \frac{S^2}{\text{Re}} \frac{\partial^2 v}{\partial z^2} - RmN \left( \frac{\lambda a}{r} + v - \int_0^1 v dz \right) \quad \text{II-77}
\end{align*}

where 
\[
\lambda a = \frac{\int_0^1 \int_0^1 v dz dr}{2\pi \sigma k + \ln \frac{1}{e}} \quad \text{II-73}
\]

The subscripts have been dropped from the unknowns for convenience; only the zeroth order set of unknowns will be considered below.

The boundary conditions to be satisfied are given by equations II-30-a,b,c; II-31; II-32-a,b,c.

Equation II-75 is already linear and need not be altered. Equation II-76 contains the non-linear operator \((u \frac{\partial}{\partial r} + w \frac{\partial}{\partial z})\) as well as the non-linear term \((v^2/r)\). Both of these expressions will be linearized so that a tractable solution may be found. Similarly, equation II-77 contains the non-linear operator \((u \frac{\partial}{\partial r} + w \frac{\partial}{\partial z} + u/r)\) which also will be linearized.

In the linearization process, the variables \(u\) and \(w\) appearing in the non-linear operators are to be replaced by known functions which approximate these unknowns. There is a considerable simplification in the subsequent analysis if these replacement functions are purely radial functions. Therefore, let the radial velocity \(u\) be replaced by some \(g_1(r)\) and the axial velocity
w be replaced by some \( g_2(r) \) in the non-linear operators where these functions \( g_1 \) and \( g_2 \) represent the average values of \( u \) and \( w \) respectively within the region of interest:

\[
\begin{align*}
   u & \longrightarrow g_1(r) \\
   w & \longrightarrow g_2(r)
\end{align*}
\]

These functions \( g_1(r) \) and \( g_2(r) \) may be represented as the average of their respective functions over \( z \):

\[
\begin{align*}
   g_1(r) &= \int_0^1 u \, dz \\
   g_2(r) &= \int_0^1 w \, dz
\end{align*}
\]

The conservation of mass equation II-80 yields the result for \( g_1 \),

\[
   g_1(r) = -1/r
\]

It has been noted that the function \( w \) is antisymmetric with respect to the midplane \( z = l/2 \). Therefore, its integral from \( z = 0 \) to \( z = 1 \) is identically zero and

\[
   g_2(r) = 0
\]

Thus the operators become

\[
\begin{align*}
   (u \frac{\partial}{\partial r} + w \frac{\partial}{\partial z}) & \longrightarrow (\frac{1}{r} \frac{\partial}{\partial r}) \\
   (u \frac{\partial}{\partial r} + w \frac{\partial}{\partial z} + \frac{u}{r}) & \longrightarrow (\frac{1}{r} \frac{\partial}{\partial r} - \frac{1}{r^2})
\end{align*}
\]

This linearization scheme has several fortunate consequences beyond linearization of the equations. The first is that now only the even derivatives of \( z \) appear in the momentum equations;
they may be solved by known transform methods. The second consequ-
ce of the linearization is that the equations are uncoupled. The tangential momentum equation may first be solved for v. Next the radial momentum equation may be solved for \( u \) in terms of the known \( v \) and the unknown \( E \frac{dp}{dr} \). This result for \( u \) in terms of \( E \frac{dp}{dr} \) may be substituted into the conservation of mass equation II-80; this yields the solution for the radial pressure term, \( E \frac{dp}{dr} \). Finally the continuity equation II-75 yields the solution for the axial velocity \( w \).

In order that the solution for the radial velocity \( u \) may be found in terms of a simple Fourier series, the non-linear term \( (v^2/r) \) appearing in the radial momentum equation will be linearized in a manner similar to that above. One of the factors \( v \) of this non-linear term will be approximated by its inviscid value \( \lambda/r (1 - \text{RmNa} \frac{1-r^2}{2}) \). This value is given in Appendix III-Special Case Solutions in Eq. A-19. This linearization is very good for large Reynolds numbers such that the boundary layers are small. For smaller Reynolds numbers it is more approximate but remains as accurate as the linearization process above.

Thus

\[
\left(- \frac{v^2}{r}\right) \rightarrow \left(- \frac{\lambda}{r} (1 - \text{RmNa} \frac{1-r^2}{2}) \frac{v}{r}\right)
\]

Equations II-76 and 77 in linearized form are:

\[
- \frac{1}{r} \frac{\partial u}{\partial r} - \frac{\lambda v}{r^2} (1 - \text{RmNa} \frac{1-r^2}{2}) + E \frac{dp}{dr} = \frac{s^2}{\text{Re}} \frac{\partial^2 u}{\partial z^2} / - \text{RmNu}
\]
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2: Solution of Linearized Tangential Momentum Equation

The tangential momentum Equation III-11 must be solved before solution of the radial momentum equation III-10 is attempted since the tangential velocity \( v \) appears as a non-homogeneous term in equation III-10. Equation III-11 is linear in the tangential velocity \( v \) since \( \lambda a \) is linear in \( v \). Equation III-11 is an integro-differential equation; it may be split up so that the differential and integral parts can be solved separately. In order to attack the differential form of equation III-11 first, replace the integral terms by the symbol \( \lambda F(r) \):

\[
\lambda F(r) = \int_0^1 v \, dz - \frac{1}{r} \int_0^1 \frac{v}{2\pi \sigma R_B + \ln \frac{1}{\epsilon}} \int_0^1 v \, dz \, dr
\]

III-12

The term \( \lambda \) is introduced into the definition of \( F(r) \) so that it may be determined independently of \( \lambda \).

With this substitution equation III-11 is now

\[
- \frac{1}{r} \frac{\partial v}{\partial r} - \frac{v}{r^2} = \frac{s^2}{Re} \frac{\partial^2 v}{\partial z^2} - Rm N (\frac{\lambda a}{r} + v - \int_0^1 v \, dz)
\]

III-11

This tangential momentum equation may be solved by the finite sine transform method. The finite sine transform and its inverse are defined as [11]
\[ \bar{v}_n(r,n) = \pi \int_0^1 v(r,z) \sin \pi nz \, dz \quad \text{III-14} \]

\[ v(r,z) = \frac{2}{\pi} \sum_{n=1}^{\infty} \bar{v}_n(r,n) \sin \pi nz \quad \text{III-15} \]

The problem under consideration possesses symmetry about the mid plane \( z = 1/2 \).

Thus
\[ \frac{\partial v}{\partial z}(r,1/2) = 0 \quad \text{II-31-b} \]

This condition may be used to simplify the transform equations III-14 and 15. Applying this symmetry condition to equation III-15 yields
\[ \bar{v}_n(r,n) = 0 \quad \text{for } n \text{ even} \quad \text{III-16} \]

Thus only terms with \( n \) odd need be considered; equations III-14 and 15 may be written
\[ \bar{v}_{2n-1}(r,n) = \pi \int_0^1 v(r,z) \sin \pi(2n-1)z \, dz \quad \text{III-17} \]

\[ v(r,z) = \frac{2}{\pi} \sum_{n=1}^{\infty} \bar{v}_{2n-1}(r,n) \sin (2n-1)\pi z \quad \text{III-18} \]

The transform of the second axial derivative may be written as
\[ \frac{\partial^2 \bar{v}_{2n-1}}{\partial z^2} = -(2n-1)^2 \pi^2 \bar{v}_{2n-1} \quad \text{III-19} \]

since \( v(r,0) = 0 \) and \( v(r,1) = 0 \)

Equation III-13 may be transformed using equation III-17 to
the form

\[- \frac{1}{r} \frac{d\bar{v}_{2n-1}}{dr} - \frac{\bar{v}_{2n-1}}{r^2} = -G_n \bar{v}_{2n-1} + \frac{2\lambda RmN}{2n-1} F(r) \quad \text{III-20}\]

where

\[G_n = \left( \frac{\pi^2 a^2}{Re} \right) (2n-1)^2 + RmN \quad \text{III-21}\]

The solution of the non homogeneous linear ordinary differential equation III-20 may be easily found by the method of variation of parameters and is

\[
\bar{v}_{2n-1}(r,n) = C_n \frac{1}{r} e^{G_n r^2/2} - \frac{2\lambda RmN}{2n-1} \int_0^r \frac{r^n}{2} F(n) e^{G_n \frac{r^2-n^2}{2}} dn \quad \text{III-22}
\]

The transform of the radial boundary condition II-32-b is

At \( r = 1 \)

\[
\bar{v}_{2n-1} = \frac{2\lambda}{2n-1} \quad \text{III-23}
\]

This condition allows the constant \( C_n \) to be evaluated and yields for \( \bar{v}_{2n-1} \):

\[
\bar{v}_{2n-1}(r,n) = \frac{2\lambda}{2n-1} \frac{1}{r} \left[ e^{-G_n \frac{(1-r^2)}{2}} + RmN \int_1^r \frac{r^n}{2} F(n) e^{-G_n \frac{(n^2-r^2)}{2}} dn \right] \quad \text{III-24}
\]

The inverse transform yields the result for the tangential velocity in terms of the function \( F(r) \) which has not yet been determined.

\[
v(r,z) = \frac{4 \lambda}{\pi} \sum_{n=1}^{\infty} \frac{\sin(2n-1)\pi z}{2n-1} \left[ e^{-G_n \frac{(1-r^2)}{2}} + RmN \int_1^r \frac{r^n}{2} F(n) e^{-G_n \frac{(n^2-r^2)}{2}} dn \right] \quad \text{III-25}
\]
This completes the solution of the differential portion of the integro-differential equation III-11. Now the function $\Phi(r)$, defined by equation III-12, will be determined. First, the integrals of the tangential velocity $v$ with respect to $z$ and with respect to both $z$ and $r$ must be calculated:

$$\int_0^1 v(r, z) \, dz = \frac{8}{\pi^2} \frac{\lambda}{r} \left[ \sum_{n=1}^\infty \frac{1}{(2n-1)^2} e^{-\frac{G}{n^2} \left(1-r^2\right)} \right] +$$

$$RmN \int_{R} v(r, z) \, dz = \frac{1}{(2n-1)^2} e^{-\frac{G}{n^2} \left(1-r^2\right)} \, dn]$$

Note that the infinite series in $n$ appearing in equation III-26 are of the form

$$e^{-\frac{RmN(1-r^2)}{2}} \sum_{n=1}^\infty \frac{1}{(2n-1)^2} e^{-M(2n-1)^2}$$

where $M$ is a non-negative number. This series is highly convergent since

$$\sum_{n=1}^\infty \frac{1}{(2n-1)^2} e^{-M(2n-1)^2} \leq \frac{\pi^2}{8}$$

for $M \geq 0$.

The double integral of $v$ is

$$\int_0^1 \int_0^1 v(r, z) \, dr \, dz = \frac{u}{n^2} \sum_{n=1} \frac{1}{(2n-1)^2} \left\{ e^{-\frac{G}{n^2} \left(2 \ln \frac{1}{\epsilon} \right)} +$$

$$\sum_{m=1}^\infty \left( \frac{G}{n^2} \right)^m \frac{1-\frac{2m}{n^2}}{m! \cdot m} \right\} + [-2 \ln \frac{1}{\epsilon} + \sum_{m=1}^\infty \left( \frac{G}{n^2} \right)^m \frac{e^{2m}}{m! \cdot m} \int_0^1 n^2 P(n) e^{-\frac{G}{n^2} \left(2 \ln \frac{1}{\epsilon} \right)} \, dn]$$

III-27
Equation III-12 defining the function $F(r)$ may be written as

$$F(r) = \frac{1}{r} \left[ \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \frac{(1-r^2)}{2}} - a \right]$$

$$-\frac{Rmn}{r} \int_1^{r^2} F(n) \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \frac{(n^2-r^2)}{2}} dn$$

where

$$a = \frac{1}{\pi \lambda \eta} \int_0^{1} \int_0^{1} \frac{v}{z} \, dz \, dr$$

Equation III-28 is a Volterra equation of the second kind. The solution is iterative. The zeroth approximation is merely the non-homogeneous term; the first approximation is that term plus the integral of the zeroth approximation multiplied by the kernel; etc. The complete solution is

$$F(r) = \left[ 1 + \sum_{m=1}^{\infty} K_m \right] \left[ \frac{8}{\pi^2} \frac{1}{r} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \frac{(1-r^2)}{2}} - a \right]$$

where

$$K_m \left[ \chi(r) \right] = \frac{8}{\pi^2} \frac{Rmn}{r} \int_1^{r^2} \chi(n) \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \frac{n^2-r^2}{2}} dn$$

The proof that this is a convergent solution is given in Appendix I. The set of equations III-25, 27, 29, 30 and II-73 form the solution of equation III-11 for the tangential velocity. In
section III-4 below, these equations will be simplified to a much more practical form.

3. Solution of the Linearized Radial Momentum Equation

Since the tangential velocity solution is now known, equation III-10 may be solved for the radial velocity $u$ in terms of the function $F(r)$ and the pressure gradient $E \frac{dp}{dr}$. The pressure gradient is still an unknown; it is to be determined from the integral form of the conservation of mass flow equation II-80 after the radial velocity is found.

Equation III-10 will be solved by finite sine transform as equation III-11 was. Again, there is symmetry about the mid plane $z = l/2$ so that only the odd terms in $n$ are retained:

$$\tilde{u}_{2n-1}(r,n) = \pi \int_0^1 u(r,z) \sin(2n-1) nzdz \tag{III-31}$$

$$u(r,z) = \frac{2}{\pi} \sum_{n=1}^{\infty} \tilde{u}_{2n-1}(r,n) \sin(2n-1) nzdz \tag{III-32}$$

The transform of the second axial derivative of the radial velocity is

$$\frac{\partial^2 \tilde{u}_{2n-1}}{\partial z^2} = - \pi^2(2n-1)^2 \tilde{u}_{2n-1} \tag{III-33}$$

since $u(r,0) = u(r,1) = 0$. The transform of the tangential velocity $v$ is given by equation III-24. The transform of the radial momentum equation III-10 is
\[
\frac{1}{r} \frac{d\tilde{u}_{2n-1}}{dr} = G_n \tilde{u}_{2n-1} + \frac{2}{2n-1} E \frac{dp}{dr} - \frac{2}{2n-1} \frac{\lambda^2}{r^3} (1 - \text{Re} \Im N a) \frac{(1 - r^2)}{2}
\]

\[
\begin{align*}
&- \frac{G_n (1 - r^2)}{2} \\
&+ \text{Re} \Im N \int_2 F(n) - \frac{G_n n^2 - r^2}{2} \\
\end{align*}
\]

where \( G_n = \frac{\pi^2 s^2}{(2n-1)^2} + \text{Re} \Im N \)

The solution of the linear, non-homogeneous, ordinary differential equation III-34, found by variation of parameters, is

\[
\tilde{u}_{2n-1}(r, n) = e^{\frac{-G_n (1 - r^2)}{2}} \left[ d_n + \frac{2\lambda^2}{2n-1} \left( \frac{1}{r} - 1 - \frac{\text{Re} \Im N a}{2}. (r + \frac{1}{r}) + \text{Re} \Im N a \right) \right]
\]

\[
\begin{align*}
&+ \frac{2\lambda^2}{2n-1} \text{Re} \Im N \int_2 F(n) \left( \frac{\text{Re} \Im N a}{2} (r + \frac{1}{r}) - \frac{1}{r^2} \right) \\
&- \frac{2\lambda^2}{2n-1} \text{Re} \Im N \left[ \frac{\text{Re} \Im N a}{2} (n + \frac{1}{n}) - \frac{1}{n^2} \right] e^{\frac{-G_n (n^2 - r^2)}{2}} \\
&+ \frac{2}{2n-1} \int_1^r E \frac{dp}{dn} e^{\frac{-G_n n^2 - r^2}{2}} \\
\end{align*}
\]

The transform of the radial boundary condition II-32-a is

At \( r = 1 \); \( \tilde{u}_{2n-1} = - \frac{2}{2n-1} \)

This boundary condition allows the integration constant \( d_n \) to be evaluated and yields

\[
\tilde{u}_{2n-1}(r, n) = \frac{2}{2n-1} e^{\frac{-G_n (1 - r^2)}{2}} \left[ \lambda^2 \left( \frac{1}{r} - 1 - \frac{\text{Re} \Im N a}{2} (r + \frac{1}{r}) + \text{Re} \Im N a \right) \right] - 1
\]

\[
\begin{align*}
&+ \frac{2\lambda^2}{2n-1} \text{Re} \Im N \int_1^r \left[ \frac{1}{r} - \frac{1}{n} + \frac{\text{Re} \Im N a}{2} (r + \frac{1}{n} - \frac{1}{r}) \right] e^{\frac{-G_n n^2 - r^2}{2}} \\
&- \frac{2}{2n-1} \int_1^r E \frac{dp}{dn} e^{\frac{-G_n n^2 - r^2}{2}} \\
\end{align*}
\]
The inverse transform of equation III-37 is

\[
\begin{align*}
    u(r,z) &= \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{1}{(2n-1)\pi} \sin(2n-1)\pi z \left\{ -\frac{e_{-n/2}}{2n-1} + \frac{e_{-n/2}}{2n-1} \right\} \\
    &= \frac{1}{r} - 1 + \frac{\text{RmNa}}{2} \left( 2 - \frac{1}{r} \right) + \lambda^2 \text{RmN} \int \frac{1}{r} \left[ \frac{1}{n} - 1 \right] + \frac{\text{RmNa}}{2} \left( n - 1 + \frac{1}{n} - \frac{1}{r} \right) \\
    &= \frac{1}{r} + \frac{\text{RmNa}}{2} \left( 2 - \frac{1}{r} \right) + \lambda^2 \text{RmN} \int \frac{1}{r} \left[ \frac{1}{n} - 1 \right] + \frac{\text{RmNa}}{2} \left( n - 1 + \frac{1}{n} - \frac{1}{r} \right) \\
    &= \left[ \frac{1}{r} - \frac{\text{RmNa}}{2} \left( r + \frac{1}{r} \right) + \text{RmNa} \right] \left[ 1 - \frac{1}{r} \right] \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} \frac{\text{e}^{n/2}}{2n-1} \\
    &= \left[ \frac{1}{r} - \frac{\text{RmNa}}{2} \left( r + \frac{1}{r} \right) + \text{RmNa} \right] \left[ 1 - \frac{1}{r} \right] \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} \frac{\text{e}^{n/2}}{2n-1} \\
    &= 0
\end{align*}
\]

Equation III-38 gives the radial velocity \( u \) as a function of the pressure gradient \( E \frac{dp}{dr} \). Now the integral form of the conservation of mass equation II-80 may be used to determine the pressure gradient:

\[
    \int_0^1 u \, dz = - \frac{1}{r}
\]

Equation III-39 is a Volterra equation of the first kind. The integral involving \( F(r) \) is a known function from equation III-29. Equation III-39 may be transformed into a Volterra equation of the second kind merely by differentiation:
\[ \frac{Edp}{dr} = \left\{ \frac{1}{r^3} - \frac{8}{\pi^2} \sum_{n=1}^{\infty} \left( \frac{1}{(2n-1)^2} \right) e^{-G_n \frac{(1-r^2)}{2}} \right\} \]

\[-G_n + \lambda^2 G_n \left( \frac{1}{r} - 1 - \frac{1}{r^3} \right) \]

\[+ \lambda^2 \frac{Rm}{\pi} \int_r^1 \left[ \frac{Rm}{2r} + \frac{n^2}{r^3} \left( 1 - \frac{Rm}{2} \right) \right] \frac{F(n)}{\pi^2} \sum_{n=1}^{\infty} \frac{e^{-G_n \frac{(n^2-r^2)}{2}}}{(2n-1)^2} \]

\[+ \int_r^1 n \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \frac{(n^2-r^2)}{2}} \]

This Volterra equation of the second kind may be solved in the same manner that equation III-28 was:

\[ \frac{Edp}{dr} = \left\{ 1 + \sum_{m=1}^{\infty} K_p^m \right\} \left\{ \frac{1}{r^3} + \frac{8}{\pi^2} \sum_{n=1}^{\infty} \left( \frac{1}{(2n-1)^2} \right) e^{-G_n \frac{(1-r^2)}{2}} \right\} [G_n + \lambda^2 \frac{Rm}{r^3}] \]

\[\left( 1 - \frac{Rm}{2} \left( 1 - \frac{1}{r^2} \right) \right) + \lambda^2 G_n \left( 1 - \frac{1}{r} - \frac{1}{r^3} \frac{Rm}{\pi} - Rm \right) \right\} + \lambda^2 \frac{Rm}{r^3} \]

\[\left\{ \left[ 1 - \frac{Rm}{2} + \frac{r^2}{n^2} \frac{Rm}{2} \right] n^2 F(n) \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{e^{-G_n \frac{(n^2-r^2)}{2}}}{(2n-1)^2} \right\} - \lambda^2 \frac{Rm}{r^3} \int_r^1 \]

\[\left[ \frac{1}{r} - \frac{1}{n} + \frac{Rm}{2} \left( n - r + \frac{1}{n} - \frac{1}{r} \right) \right] n^2 F(n) \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{G_n e^{-G_n \frac{(n^2-r^2)}{2}}}{(2n-1)^2} \]

where

\[K_p[x(r)] = \int_r^1 n x(n) \frac{8}{\pi^2} \sum_{n=1}^{\infty} G_n e^{-G_n \frac{(n^2-r^2)}{2}} \]
The proof that this solution for the radial pressure gradient is convergent is given in Appendix I.

With the radial velocity $u$ known, it is a simple matter to solve the continuity equation II-75 for the axial velocity $w$:

$$w = \frac{4}{\pi^2} \sum_{n=1}^{\infty} \frac{\cos((2n-1)\pi z)}{(2n-1)^2} \left[ e^{-G_n \frac{(1-r^2)}{2}} \frac{\lambda^2 G_n}{F_n^2} \frac{(1 + \lambda^2)(\frac{1}{r} + G_n r)}{e n^2} \right]$$

$$+ \lambda^2 RmNa \left[ \frac{1}{r} - 1 - \frac{G_n}{2} (1-r)^2 \right] + \frac{r^2 dp}{dr} + \lambda^2 RmN \int_0^1 \frac{G_n}{n^2} \left( 1 - RmNa \frac{(1-nr)}{2} \right)$$

$$- \frac{RmNa}{2r} (nr-1-n^2) - \frac{1}{r} \cdot nF(n)e^{-G_n \frac{(n^2-r^2)}{2}} - (G_n r + \frac{1}{r})$$

$$\int_0^1 \frac{n^2 dp}{dn} e^{-G_n \frac{(n^2-r^2)}{2}} \ dn \right]$$

Thus solution for the axial velocity is not able to satisfy the boundary conditions at $r = 1$ ($w(1,z) = 0$) since the differential equations do not contain radial derivatives of the axial velocity. This is a shortcoming common to boundary layer theory analyses. The solution for the axial velocity $w$ does satisfy the no flow boundary conditions at the plates $z = 0$ and 1 by virtue of the fact that

$$\sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} \left[ \frac{r e^\frac{dp}{dr} - (G_n r + \frac{1}{r}) \int_0^1 \frac{n^2 dp}{dn} e^{-G_n \frac{(n^2-r^2)}{2}} \ dn + e^{-G_n \frac{(1-r^2)}{2}} \right]$$

$$\frac{G_n}{n^2} \left( 1 + \lambda^2 \right) \left( G_n r + \frac{1}{r} \right) + \lambda^2 RmNa \left[ \frac{1}{r} - 1 - \frac{G_n}{2} \right] \left( 1-r^2 \right)$$

$$\int_0^1 \frac{G_n}{n^2} \left( 1 - RmNa \frac{(1-nr)}{2} \right) - \frac{RmNa}{2r} (nr-1-n^2) - \frac{1}{r} \cdot nF(n)e^{-G_n \frac{(n^2-r^2)}{2}} \ dn \right] = 0$$

III-44
This equality may be verified by a combination of \((\pi^2 r/8)\) times equation III-40 and \((1/r)\) times equation III-43.

4. A Further Simplification

Equations III-25, 39 and 43 for the velocity components \(u, v,\) and \(w\) are valid in general; there are no limitations on the parameters \(\lambda, s^2/Re\) and \(ReN\). As these solutions stand, they are too complex for practical use, even for numerical computations. In this section, these equations will be simplified to a more practical form by making use of a certain approximation explained below.

The function which makes it impossible to transform the integral equations III-28 and 39 into differential form is

\[
 f(x) = \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-\theta n^2} \tag{III-45}
\]

If this function were approximated it would enable \(F(r)\) and \(\frac{dp}{dr}\) to be found in closed form and thus greatly simplify the solutions. Fortunately, the series is highly convergent and may be roughly approximated by its first term; therefore assume

\[
 f(x) = e^{-\theta x} = e^{-\theta + \theta N} x \tag{III-46}
\]

where

\[
 \theta \equiv \pi^2 s^2/Re \tag{III-47}
\]

The error introduced by this approximation is fully analyzed in Appendix II. There is no error if Reynolds number is infinity.
while as the Reynolds number approaches zero, the error asymptotically approaches 23%.

Now equation III-28 may be replaced by

\[ rF(r) = e^{-(\theta + RmN) \frac{1-r^2}{2}} - \alpha - RmN \int_1^r \eta^2 F(\eta) e^{-(\theta + RmN) \frac{n^2-r^2}{2}} \, dn \]  

Whereas it was impossible to express equation III-28 in a differential form because of the infinite sum, equation III-48 is equivalent to the differential equation

\[ (rF)' = r[\theta rF + (RmN + \theta)\alpha] \]  

The solution of equation III-49 is

\[ rF(r) = e^{-\frac{\theta(1-r^2)}{2}} - \alpha - RmN \frac{1-e^{-\frac{1-r^2}{\theta}}}{\theta} \]  

where the constant of integration has been determined by substituting the form

\[ rF = -\alpha(1 + \frac{RmN}{\theta}) + c e^{-\frac{1-r^2}{2}} \]

into equation III-48.

This closed form solution for the function \( F(r) \) greatly simplifies the solution for the tangential velocity \( v \); equation III-25 is now
\[ v(r, z) = \frac{4}{\pi r} \sum_{n=1}^{\infty} \frac{\sin((2n-1)\pi z)}{(2n-1)} \left[ \frac{\text{Re}}{G_n - \theta} \left( e^{-\frac{1}{\theta} \frac{(1-r^2)}{2}} - \frac{\text{Re}}{G_n - \theta} \right) \right. \\
\left. + (1 - \frac{\text{Re}}{G_n - \theta}) \left( 1 + \frac{\text{Re}}{G_n} \right) e^{-\frac{1}{\theta} \frac{(1-r^2)}{2}} \right] \]

where \( G_n = \frac{\pi^2 \sigma^2}{Re} (en-1)^2 + \text{Re}^2 \) and \( \theta = \pi \sigma^2 / Re \)

Equation III-51, giving the solution of the tangential velocity \( v \), is plotted for various values of the parameters in figures 2 and 3. These figures will be discussed in chapter V.

Equation III-51 expresses the tangential velocity \( v \) in terms of the external current parameter \( \alpha \). It is now possible to obtain an explicit expression for \( \alpha \) by using the definition II-73 and equation III-51. Carrying out the indicated integration yields

\[ \alpha = \frac{\pi^2 (2\pi \sigma^2 + \ln \frac{1}{e}) + \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} \left\{ \frac{\text{Re}}{G_n} (1 - \frac{\text{Re}}{G_n}) e^{-G_n/2} \right\}}{\frac{\pi^2}{8} (2\pi \sigma^2 + \ln \frac{1}{e}) + \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} \left\{ -\frac{\text{Re}}{G_n} (1 - \frac{\text{Re}}{G_n}) e^{-G_n/2} \right\}} \]

\[ \ln \frac{1}{e} + \frac{1}{2} \sum_{m=1}^{\infty} \frac{G_n^m (1-\epsilon^{2m})}{e^{2m} m! m} + \frac{\text{Re}}{G_n} (1 - \frac{\text{Re}}{G_n}) \ln \frac{1}{e} \]

\[ + \frac{(\text{Re})^2}{G_n - \theta} e^{-\frac{1}{\theta} \frac{(1-r^2)}{2}} \ln \frac{1}{e} + \frac{(\text{Re})^2}{G_n - \theta} \frac{1}{2} e^{-\frac{1}{\theta} \frac{(1-r^2)}{2}} \sum_{m=1}^{\infty} \frac{\theta^{m-1} (1-\epsilon^{2m})}{e^{2m} m! m} \]
This expression for the current \( \alpha \) may be greatly simplified if use is made of equation III-12 defining \( F(r) \) and if \( \alpha \) is approximated to the same accuracy as \( F(r) \) is. This yields the simplified result

\[
\alpha = \frac{e^{-\theta/2} \ln \frac{1}{\epsilon}}{2\pi \sigma R_0 + (1 + RmN \frac{1-e^{-\theta/2}}{\theta}) \ln \frac{1}{\epsilon} - RmN \frac{1-\epsilon^2}{4} e^{-\theta/2}}
\]

This parameter \( \alpha \) is a measure of the electric current flowing in the external circuit. Thus if the external resistance \( \tilde{R} \) becomes infinite, \( \alpha \) becomes zero. If the external resistance becomes zero \( \alpha \) reaches a finite maximum limited by the internal resistance of the device. The parameter \( \alpha \) does not go to zero as the magnetic term \( RmN \) becomes small. This is not the fault of the analysis but is due to the nature of the nondimensionalization process. As the magnetic influence becomes small, the true (dimensional) current does become small also. Note that in equation III-51 for the tangential velocity the parameter \( \alpha \) is always multiplied by the magnetic
parameter $RmN$.

The set of equations III-51 and 53 now form the solution to
tangential momentum equation III-11; the solution for the tangential
velocity $v$ is now known. This solution is applicable for all values
of Reynolds number and magnetic parameter but is more accurate for
large Reynolds numbers than for small (see Appendix II).

In a similar manner, the solution for the radial velocity
III-38 may be much simplified. Using the same approximation (equa-
tions III-45 and 46) that was employed in equation III-28, equation
III-39 for the pressure gradient is reduced to

$$- \int_{r}^{1} \frac{dp}{dn} e^{-(\theta + RmN) \frac{n^2-r^2}{2}} \, dn + e^{-(\theta + RmN) \frac{1-r^2}{2}} \left[ -1 + \lambda^2 \left( \frac{1}{r} - 1 + \frac{RmNa}{2} \right) \left( 2 - \frac{1}{r^2} \right) \right] + \lambda^2 \int_{r}^{1} \left[ \frac{n^2}{r} (1 + RmNa \frac{1+r^2}{2}) - n(1 - RmNa \frac{1+n^2}{2}) \right] \right]$$

$$RmNF(n) e^{-(\theta + RmN) \frac{n^2-r^2}{2}} \, dn + \frac{1}{r} = 0$$

This equation may be directly differentiated and solved for
the pressure gradient:

$$E \frac{dp}{dr} = \frac{1}{r^3} + \frac{RmN}{r} + \theta + \frac{\lambda^2}{r^3} e^{-(\theta + RmN) \frac{1-r^2}{2}} \left[ 1 - RmNa \frac{1-r^2}{2} \right]$$

$$+ \frac{\lambda^2}{r^3} \left[ 1 - RmNa \frac{1-r^2}{2} \right] RmN \int_{r}^{1} n^2 e^{-(\theta + RmN) \frac{1-n^2}{2}} \, dn$$

III-54

III-55
or, employing equation III-50 to eliminate the integral,

\[
E \frac{dp}{dr} = \frac{1}{r^3} + \frac{\theta^+ \text{RmN}}{r} + \frac{\lambda^2}{r^3} \left[1 - \text{RmNa} \frac{1-r^2}{2}\right] \left[e^{-\theta \frac{1-r^2}{2}} - \text{RmNa} \frac{1-e^{-\frac{1-r^2}{2}}}{\theta}\right]
\]

III-56

Equation III-56 may be easily verified as correct for the case where Reynolds number becomes very large. In this case \( \theta \rightarrow 0 \) and

\[
E \frac{dp}{dr} = \frac{1}{r^3} + \frac{\text{RmN}}{r} + \frac{\lambda^2}{r^3} \left[1 - \text{RmNa} \frac{1-r^2}{2}\right]^2
\]

For inviscid flow, \( u = -l/r \) and \( v = \lambda/r \left(1-\text{RmNa} \frac{1-r^2}{2}\right) \). The nonlinear radial momentum equation II-76 may be solved for \( E \frac{dp}{dr} \) for this special case; the result is identical to that above. This is a check on the validity of the analysis to this point.

Substituting equations III-50 and 56 into equation III-38 yields the simplified expression for the radial velocity:
The solution for the radial velocity $u$ given by equation III-57 is plotted in figures 4, 5 and 6 for various values of the governing parameters. The results will be discussed in chapter V. The integrals appearing in equation III-57 may be expressed in terms of error functions.

The solution for the axial velocity $w$ is now, instead of equation III-43,
\[ w = \frac{4}{\pi^2} \sum_{n=1}^{\infty} \frac{\cos((2n-1)\pi z)}{(2n-1)^2} \left[ 1 - \frac{\text{RmNa}}{G_n - \theta} \right] G_n - \theta + \lambda^2 \left[ \frac{\text{RmNa}}{2} \right]^2 \]

\[ -G_n \left( \frac{1 - \text{RmNa}}{2} \right) [e^{-G_n \frac{(1-r)^2}{2} - e^{-\theta(1-r^2)}} - \frac{\theta(1-r^2)}{2}]
+ \text{RmNa} \frac{1-e^{-\theta/2}}{\theta} \]

\[ -\frac{\text{RmNa}}{G_n} \left( 1 - e^{-G_n \frac{(1-r)^2}{2}} \right) - \lambda^2 \frac{\text{RmNa}}{2} \left( 1 + \frac{\text{RmNa}}{G_n} (\frac{1}{r} + G_n r) (1-r) e^{-G_n \frac{(1-r^2)}{2}} \right)^2 \]

\[ - \left( \frac{1}{r} + G_n r \right) [G_n - \theta - \lambda^2 \frac{\text{RmNa}^2}{2G_n}] \int_{r}^{1} e^{-G_n \frac{(n^2-r^2)}{2}} \, dn \]

\[ - \lambda^2 \left( \frac{1}{r} + G_n r \right) [(G_n - \theta)(1 - \frac{\text{RmNa}}{2}) - \frac{\text{RmNa}}{2}] \int_{r}^{1} \]

\[ -\frac{\theta(1-n^2)}{2} - \frac{\text{RmNa}}{1-e^{-\theta/2}} e^{-\theta/2} \int_{r}^{1} \]

These solution equations III-51, 56, 57 and 58 for the velocities and pressure gradient may be simplified for the various special cases discussed qualitatively in section II-4. This simplification is done in Appendix III and the resulting equations are discussed.
CHAPTER IV

CALCULATION OF THERMAL AND ELECTROMAGNETIC VARIABLES

In this chapter, the solution of the zeroth order set of unknown will be completed. This will involve the determination of $T_0$, $J_{r0}$, $J_{\phi0}$, $E_{r0}$ and $B_{\phi0}$. In addition, such quantities as heat conduction at the walls, and external electric field will be calculated. In the following, the subscript zero will be omitted for convenience; it will be understood that the variables are part of the zeroth order set of unknowns.

1. Solution of the Energy Equation for Prescribed End Wall Temperature.

Two of the basic assumptions made in chapter I concerning the nature of the working fluid are that its density and electric conductivity are constant. If the fluid is actually compressible, the validity of the assumption of constant density depends upon the Mach number and also upon the temperature distribution in the fluid. Also, if the working fluid is a hot gas whose conductivity is based upon thermal ionization, the conductivity may be a strong function of temperature. In this case the cooling effect of the end walls may quench the fluid near the walls and thereby decrease its elec-
tric conductivity. For these reasons, it is of interest to calculate the temperature variation in the region of interest and the heat transfer through the end walls.

The energy equation was developed in chapter II and is

\[
\frac{\partial T}{\partial r} + w \frac{\partial T}{\partial z} = \frac{s^2}{RePr} \frac{\partial^2 T}{\partial z^2} + Ec \frac{s^2}{Re} \left[ \left( \frac{\partial v}{\partial z} \right)^2 + \left( \frac{\partial w}{\partial z} \right)^2 \right]
\]

\[+ \frac{RmN Ec}{\partial r} \left[ u^2 + \left( \frac{\lambda a}{r} + v - \int_0^1 v dz \right)^2 \right] \]

where the functions u, v, and w are known and are given by equations III-57, 51 and 58 respectively.

The boundary conditions which the solution must satisfy are

At z = 0 and 1 \( T = Tw/T_R \) \( II-30-d-ii \)
At r = 1 \( T = 1 \) \( II-32-d \)

Equation II-78 is considerably simplified from its initial form in equation II-9. However, as it stands at present, a tractable solution is not possible. Some reasonable simplification must be found.

Let the analysis now be restricted to the range of parameters which is of interest for power generation. That is, consider

\[ s^2/Re \ll RmN \] \( IV-1 \)

The flow regime is one of magnetohydrodynamic boundary layer flow. This assumption allows a considerable simplification in the non-homogeneous terms in equation II-78.
With this approximation it is seen that the joule heating terms, characterized by $RnNeC$, will be much larger than the viscous heating terms, characterized by $Ec s^2/Re$, except possibly in the boundary layers. Therefore, the viscous heating terms will be neglected.

Now consider the joule heating terms. With the analysis restricted to the boundary layer type of flow, the joule heating terms may be closely approximated by their inviscid values. That is, instead of using equations III-57 and 51 to represent the velocities $u$ and $v$, equations A-18 and 19 from Appendix III will be used. The error introduced by this approximation tends to cancel the error introduced by the neglect of the viscous heating terms.

With the same reasoning which accompanied the linearization of the momentum equations in section III-1, the non-linear convection terms of the energy equation will be linearized as follows:

\[
(u \frac{3}{3r} + w \frac{3}{3z}) \rightarrow \left(- \frac{1}{r} \frac{3}{3r}\right)
\]

As a result of these simplifications the energy equation II-78 may now be written

\[
- \frac{1}{r} \frac{2T}{3r} = \frac{s^2}{RePr} \frac{2T}{3z^2} + RnNeC \frac{1 + \lambda^2 \alpha^2}{r^2}
\]

Using the finite sine transform, the solution of equation IV-3 is
\[
T = \frac{T_W}{T_R} + \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{\sin(2n-1)\pi z}{(2n-1)} \left\{ (1 - \frac{T_W}{T_R})e^{-\frac{n^2s^2}{RePr} (2n-1)^2 \frac{1-r^2}{2}} \right.
+ \frac{n^2s^2}{RePr} (2n-1)^2 \frac{r^2}{2}
+ \left. \text{RmNe}(1 + \lambda^2 \alpha^2)e^{\frac{\pi^2s^2}{RePr} (2n-1)^2 \frac{r^2}{2}} \right\} \ln \frac{1}{r} + \frac{1}{2} \sum_{m=1}^{\infty} \left( -\frac{n^2s^2}{RePr} (2n-1)^2 \right)^m
\left\{ \frac{1 - r^{2m}}{m! \cdot m} \right\}
\]

This solution is valid for small inverse Reynolds number, \( s^2/Re \), compared with the magnetic parameter, \( \text{RmNe} \). This solution ignores the effect of the velocity boundary layers on the temperature profile but includes the effect of the end walls in that the thermal boundary condition II-30-d-ii is satisfied. This solution for the temperature is plotted in figures 7 and 8 for \( r = .7 \) and for various values of the governing parameters, \( \text{RmNe}(1 + \lambda^2 \alpha^2) \) and \( \text{RePr}/s^2 \). The results are discussed in chapter V.

The heat transfer at the wall is given by the non-dimensional heat conduction equation

\[
q = \frac{b}{kT_R} q^* = -\frac{\partial T}{\partial z}
\]

Employing the known solution for the temperature, equation IV-4, yields the heat conduction at the wall

\[
q = -\frac{4}{\pi r} \sum_{n=1}^{\infty} \frac{1}{2n-1} \left\{ \left(1 - \frac{T_W}{T_R}\right)e^{-\frac{n^2s^2}{RePr} (2n-1)^2 \frac{1-r^2}{2}} \right. \\
+ \frac{n^2s^2}{RePr} (2n-1)^2 \frac{r^2}{2}
+ \left. \text{RmNe}(1 + \lambda^2 \alpha^2)e^{\frac{\pi^2s^2}{RePr} (2n-1)^2 \frac{r^2}{2}} \right\} \ln \frac{1}{r} + \frac{1}{2} \sum_{m=1}^{\infty} \left( -\frac{n^2s^2}{RePr} (2n-1)^2 \right)^m
\left\{ \frac{1 - r^{2m}}{m! \cdot m} \right\}
\]
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This solution has the same range of validity as the temperature solution has; Reynolds number must be large. The solution for the heat transfer at the wall is given in table 4 for various values of the parameters $\text{ReFr/s}^2$ and $\text{RmNEc}(1 + \lambda^2a^2)$.

2. **Solution of the Energy Equation for Adiabatic End Walls**

For the case of adiabatic end walls, the solution to the energy equation must satisfy

\[
\begin{align*}
\text{At } z &= 0 \text{ and } z = 1 & \frac{\partial T}{\partial z} &= 0 & \text{II-30-d-1} \\
\text{At } r &= 1 & T &= 1 & \text{II-32-d}
\end{align*}
\]

Repeating the assumptions made in the section above leads again to an energy equation in the form of equation IV-3. The solution for this case is

\[
T = 1 + \text{RmN Ec (1+}\lambda^2a^2)\ln\frac{1}{r}
\]

This solution is valid for large Reynolds number; there is no restriction upon the range of the parameters RmN, Ec and $\lambda$. This solution is independent of the axial coordinate; the temperature distribution is logarithmic in the radius. The strength of the variation depends upon the amount of joule heating in the region of interest.
3. Calculation of Electromagnetic Variables

For completeness, the remaining undetermined electromagnetic variables of the zeroth order set of unknowns \( J_r, J_\phi, E_r, \) and \( B_\phi \) will now be calculated.

A. ELECTRICAL CURRENTS

The zeroth order radial current, the component which yields useful electric power, is given by equation II-74

\[
J_r = \frac{\lambda \alpha}{r} + \nu - \int_0^1 v dz
\]

The tangential velocity \( v \), and external current, \( \alpha \) are known from equations III-51 and 53. They yield the result:

\[
J_r = \frac{\lambda \alpha}{r} + \frac{4\lambda}{\pi r} \sum_{n=1}^\infty \left[ \frac{\sin(2n-1)\pi z}{(2n-1)^2} - \frac{2}{\pi} \frac{1}{(2n-1)^2} \right] \left[ \frac{\hat{R} n}{\hat{g} n - \theta} \right] e^{-\frac{1-r^2}{2}}
\]

\[
\left[ -\frac{1-e^{-\frac{1-r^2}{2}}}{\theta} \right] + \left[ 1 - \frac{\hat{R} n}{\hat{g} n - \theta} \right] \left[ 1 + \frac{\hat{R} n}{\hat{g} n} \right] e^{-\frac{1-r^2}{2}} - \frac{\hat{R} n}{\hat{g} n}
\]

\[
a = \frac{-\theta/2 \ln \frac{1}{\epsilon} - \frac{\theta}{\epsilon} \ln \frac{1}{\epsilon}}{2\pi \sigma R_b + \left( 1 + \frac{\hat{R} n}{\theta} \right) \ln \frac{1}{\epsilon} - \frac{\hat{R} n}{4} e^{-\theta/2}}
\]

where \( G_n = \theta(2n-1)^2 + \hat{R} n \) and \( \theta = \pi^2 \sigma^2/Re \)

The first term on the right hand side of equation IV-8 represents the electric current which passes through the external circuit. The expression \( (2\pi \sigma R_b) \) in the denominator of the solution
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for this current III-51 is the ratio of the resistance of the external circuit $\tilde{R}$ to the internal resistance of the flow region $(1/2\omega ob)$. If the resistance of the external circuit becomes large compared with the internal resistance, the external current becomes very small. If the external resistance is small compared with the internal resistance, the external current approaches a maximum limited by the internal resistance of the device.

The tangential current $J_\phi$ is equal to the negative of the radial velocity by equation II-77; the radial velocity is given by equation III-57. The zeroth order axial current is identically zero from equation II-59.

B. ELECTRIC FIELDS

The zeroth order radial electric field may be expressed in terms of velocities by a combination of equations II-53 and 73:

$$E_r = \frac{\lambda a}{r} - \int_0^1 v dz$$

Again the tangential velocity, $v$, is known from equation III-51; this yields

$$E_r = \frac{\lambda a}{r} - \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} \left\{ \frac{RmN}{G_n} \theta^2 \left[ e^{\theta \frac{1-r^2}{2}} - RmNa \theta \frac{1-e^{\theta \frac{1-r^2}{2}}}{\theta} \right] ight\}$$

$$+ \left( 1 - \frac{RmN}{G_n} \right) \left[ (1 + \frac{RmNa}{G_n}) e^{-G_n \frac{1-r^2}{2N}} - RmNa \right]$$

where $\alpha$ is given by III-53.
If the summation in equation IV-10 is approximated as the radial functions F(r) and dp/dr were in section III-4, the expression for the radial electric current simplifies

\[
E_r = -\frac{\lambda}{r} e^{-\frac{\theta}{2}} \left( \frac{2\pi \sigma R_b e^{\frac{\theta r^2}{2}}}{2\pi \sigma R_b e^{\frac{\theta}{2}} + (1 + \frac{R_m N}{e^{\theta/2}}) \ln \frac{1}{\epsilon} - \frac{R_m N}{4} e^{-\frac{\theta}{2}} + \frac{R_m N}{4} e^{-\frac{\theta}{4}} e^{-\frac{\theta}{2}} \right)
\]

IV-11

The voltage \( \Delta \mathcal{E} \) applied to the external electric circuit as given by equation II-56 is the negative of the integral of radial electric over the radius from \( r = \epsilon \) to \( r = 1 \):

\[
\Delta \mathcal{E} = \lambda \left( \frac{2\pi \sigma R_b e^{\frac{-\theta}{2}} \ln \frac{1}{\epsilon}}{2\pi \sigma R_b e^{\frac{-\theta}{2}} + (1 + \frac{R_m N}{e^{\theta/2}}) \ln \frac{1}{\epsilon} - \frac{R_m N}{4} e^{-\frac{\theta}{2}} + \frac{R_m N}{4} e^{-\frac{\theta}{4}} e^{-\frac{\theta}{2}} \right)
\]

IV-12

If the external resistance is small compared with the internal resistance, the voltage applied to the external circuit is zero. On the other hand, if the external resistance becomes large compared with the internal resistance, the applied voltage approaches a finite maximum. Equation IV-12 is equivalent to

\[
\Delta \mathcal{E} = (2\pi \sigma R_b)(\lambda \alpha)
\]

IV-13

which is the classic Ohm's law relationship of basic electricity.

The tangential and axial electric fields are given by equations II-29 and 58 respectively.
C. MAGNETIC FIELDS

The tangential component of the magnetic field $B_\phi$ may be found from equation II-64. The radial electric current $J_r$ is known from equation IV-8. Since the tangential magnetic field is antisymmetric with respect to the plane $z = 1/2$, it must satisfy the symmetry condition.

At $z = 1/2$ \quad $B_\phi = 0$ \quad II-31

Integration of equation IV-8 with respect to $z$ and application of the above boundary condition yields:

$$B_\phi = \frac{\lambda a}{r} \left( 1 - \frac{1}{2} \right) \frac{Rm}{s} - \frac{8}{\pi^2} \frac{Rm}{s} \frac{\lambda}{r} \sum_{n=1}^{\infty} \frac{\cos(2n-1)\pi z}{(2n-1)^2} \right \} \quad \text{IV-14}

\frac{RmN}{G_n - \theta} \left[ e^{\frac{1-r^2}{2}} - \frac{e^{\frac{1-r^2}{\theta}}}{\theta} \right] \left( 1 + \frac{RmN}{q_n} \right) \left[ q_n - \frac{1-r^2}{G_n} \right]

$$

where $q_n = \theta(2n-1)^2 + RmN$ and $\theta = \pi^2 s^2/Re$ and $a$ is given by equation III-53.

This solution for the tangential magnetic field is valid within the region between the two plates. At the boundaries, the electric current flowing through the external circuit causes a jump in the value of $B_\phi$ as it crosses the boundaries.

In a manner similar to the solution for the tangential magnetic field, the radial magnetic field $B_r$ may be found by a combination of equations II-65, II-67 and III-57. The radial magnetic field is also antisymmetric with respect to the mid plane $z = 1/2$ and must satisfy
The resulting solution for the zeroth order radial magnetic field is

$$B_r = \frac{Rm}{s \pi n^2} \sum_{n=1}^\infty \frac{\cos((2n-1)\pi z)}{(2n-1)^2} \left\{- \frac{1}{r} + \lambda^2 (1 - \frac{RmN}{G_n}) \left[ \frac{G_n}{2} \right] \frac{-e^{-\frac{G_n}{2} \frac{1-r^2}{r}}}{e^{-\frac{1-r^2}{2}}} \right\}$$

$$+ \frac{RmN}{G_n} \left[ (1 - \frac{RmN}{2G_n}) \right] \frac{-e^{-\frac{G_n}{2} \frac{1-r^2}{r}}}{e^{-\frac{1-r^2}{2}}}$$

$$+ \frac{RmN}{G_n} \left[ (1 - \frac{RmN}{2G_n}) \right] \frac{-e^{-\frac{G_n}{2} \frac{1-r^2}{r}}}{e^{-\frac{1-r^2}{2}}}$$

$$\lambda^2 (1 - \frac{RmN}{G_n}) \left[ (1 - \frac{RmN}{2G_n}) \right] \int_r \frac{n^2-r^2}{e^{-\frac{G_n}{2} \frac{1-r^2}{r}}} \, dn$$

The change in the radial magnetic field $B_r$ from one plate $z = 0$ to the other $z = 1$ is closely related to the net radial mass flow and is

$$\Delta B_r = B_r(r,1) - B_r(r,0) = \frac{Rm}{sr}$$

The zeroth order axial magnetic field is given by equation II-52, it is just equal to the applied magnetic field.
CHAPTER V

DISCUSSION OF RESULTS

In this chapter, the solutions for the radial and tangential velocities and the temperature, as represented by equations III-57, III-51 and IV-4 respectively, are discussed. These solutions have been calculated numerically on a digital computer and are plotted in figures 2 through 8 for various values of the governing parameters. Additional data concerning the boundary layer thickness, the boundary layer mass flow, the inviscid radial velocity and heat transfer at the walls are given in tables 1 through 4.

The normalized tangential velocity, \( v/\lambda \), is a function of the modified Reynolds number \( Re/s^2 \) (or of \( \theta \) since \( \theta = \pi^2 s^2/Re \)), the magnetic parameter, \( RmN \), and the external electric current, \( \alpha \), as well as the two non-dimensional spatial coordinates \( r \) and \( z \). The radial velocity, \( u \), is a function of all variables just mentioned as well as a function of \( \lambda \), the ratio of the inlet tangential velocity to the inlet radial velocity. The temperature is a function of the dimensionless groups \( s^2/RePr \) and \( RmNEc (1+\lambda^2 s^2) \) as well as the coordinates \( r \) and \( z \).

In all the figures, the velocity components \( u \) and \( v/\lambda \) and the temperature are shown as functions of the dimensionless axial
coordinate \( z \) for a typical value of the radius, \( r = 0.7 \). The shapes of the profiles for other radial values are quite similar to those at \( r = 0.7 \) and little would be gained by considering them in detail. The influence of variations in the radius upon the magnitude of such quantities as boundary layer thickness is shown in the tables.

All the figures show the boundary layers which exist on the lower plate; the upper half plane is not shown. The profiles in the upper half plane are identical to those in the lower half plane because of the symmetry of the problem. The value \( z = 1/2 \) represents the midplane between the two plates.

1. **The Tangential Velocity**

Figure 2 represents a plot of the normalized tangential velocity, \( v/\lambda \), versus the axial coordinate \( z \) for the non-magnetic case, \( \text{RmN} = 0 \). The axial coordinate is plotted vertically and the velocity is plotted on the horizontal axis. The profiles are drawn for various values of the modified Reynolds number \( \text{Re}/s^2(\theta=\pi^2s^2/\text{Re}) \). For large Reynolds numbers (small \( \theta \)), the boundary layers are restricted to very small regions near the plates and the boundary layer blockage is small. This corresponds to case A1 discussed in section II-4. Away from the plates, outside the boundary layer, the tangential velocity assumes the potential vortex value of \( 1/r \).
As the Reynolds number is decreased (θ increased), the size and influence of the boundary layers grow considerably causing an increase in the boundary layer blockage. Note that for θ = 1, the viscous influence extends to the midplane between the two plates, \( z = 1/2 \), at \( r = .7 \). In this case the end wall boundary layers grow rapidly as the radius is decreased from \( r = 1 \); they meet at the midplane between the two plates at some radius greater than \( r = .7 \). For radial values less than the value where the boundary layers meet, no inviscid core exists. The boundary layers block the flow and the vortex is significantly slowed. This corresponds to case A2 in section II-4. Comparison will be made with the momentum integral analysis by Loper [8] in the discussion of the table below.

Figure 3 is a plot of the normalized tangential velocity, \( v/\lambda \), versus the axial coordinate \( z \) for values of the magnetic parameters \( RmN \) and \( a \) at \( r = .7 \) for a typical value of the parameter \( θ: θ = .01 (Re/s^2 = 100π^2) \). This figure demonstrates the influence of the magnetic effects upon the tangential velocity. The solid curve marked \( RmN = 0 \) in figure 3 is the same curve as that marked \( θ = .01 \) in figure 2 and is a typical non-magnetic tangential velocity profile. The remaining profiles show the influence of moderate and large magnetic effects; this corresponds to cases B1 and C1 in section II-4.

The curve in figure 3 marked \( RmN = 1, a = 0 \) represents the
distortion of the tangential velocity distribution with the addition of a moderate magnetic field but with no external electric current. The tangential velocity is a bit larger in the boundary layer for this case than it is for the non-magnetic case and the boundary layer is slightly thinner. In the curve marked $RmN = 10$, $\alpha = 0$ this filling out of the boundary layer profile is much stronger.

This change in the tangential velocity profile is due to the influence of the electric field which now exists in the fluid. The fluid outside the boundary layers cuts the magnetic field and produce a radial electric field. This electric field is impressed upon the boundary layers exactly as the radial pressure gradient is. Within the slowly moving fluid in the boundary layers, the resulting current combines with the magnetic field creating a Lorentz force. This force acts as a hydromagnetic pump to speed up the slowly moving boundary layer fluid causing the velocity profile to become fuller. As the velocity profile fills out, the velocity attains its inviscid value at a smaller value of the axial coordinate $z$ causing a smaller boundary layer thickness. This result is in qualitative agreement with the results of Lewellen and King [6].

If the external resistance of the electric circuit, $\bar{R}$, is set equal to zero, the current parameter, $\alpha$, attains a maximum limited by the internal resistance of the fluid. The influence of this current upon the tangential velocity profile is shown in the curves
marked RmN = 1, \( \alpha = 0.74 \) and RmN = 10, \( \alpha = 0.222 \) in Figure 3. While the application of magnetic fields alone (\( \alpha = 0 \)) does not affect the tangential velocity profile outside the boundary layers, addition of the external current slows the tangential velocity throughout the region of interest. The kinetic energy of the fluid is transformed into electrical energy and is dissipated as joule heating.

For this case of appreciable magnetic fields and currents, the tangential velocity outside the boundary layers assumes its inviscid magnetohydrodynamic value as given by equation A-19. As the inviscid tangential velocity is slowed by the application of the external current, the velocity profile in the boundary layer is correspondingly slowed so that the boundary layer thickness remains approximately the same size.

The influence of the independent parameters \( r, \frac{Re}{s^2}, RmN \) and \( \alpha \) upon the boundary layer thickness is shown in Table 1. The boundary layer thickness \( \delta \) is defined as that value of the axial coordinate \( z \) for which the tangential velocity reaches 99% of its inviscid value. In the table, the left hand column gives values of \( \theta = \frac{\pi s^2}{Re} \) for three radial stations. The other three columns are values of the boundary layer thickness, \( \delta \), for chosen values of the magnetic parameters RmN and \( \alpha \). This table is meant to show the nature of the variation of the boundary layer thickness with these variables and is not intended to cover the entire range of the parameters.
This table shows that the boundary layers are thinnest near the outer cylinder and thicken as the radius decreases. The growth of the boundary layer thickness with a decrease in Reynolds number (increase in $\theta$) still approximates its single plate dependence; that is, the boundary layer thickness is approximately proportional to the inverse root of the Reynolds number. The addition of the magnetic field alone ($\alpha = 0$) decreases the boundary layer thickness by a few percent for the cases tabulated. The addition of both a magnetic field and external electric current also decreases the boundary layer thickness from its non-magnetic value but not as much as the magnetic field alone does. It appears that for estimation of the boundary layer blockage for the two plate problem, non-magnetic values for the boundary layer thickness may be used as upper bounds for the corresponding magnetic cases over a large parametric range.

In the present analysis, solutions are found only for the zeroth order set of unknowns from equations II-35, which are expansions of the unknowns in inverse powers of the geometric shape parameters $s$. Therefore, the solutions obtained are not functions of the parameter, $s$, explicitly. That parameter does appear in the solution equations but always with the Reynolds number as $\text{Re}/s^2$; this may be thought of as a modified Reynolds number not involving $s$ explicitly. Since the solutions obtained above are only the zeroth order solutions and do not depend explicitly upon the shape parameter, $s$, they cannot be meaningfully compared with the
results of analyses such as that by Rosenzweig, Lewellen and Ross [9] which do depend explicitly on the parameter $s$. The solutions found in reference 9 are the zeroth order solutions of an expansion in powers of $(1/s\lambda)^2$. This expansion scheme is strictly valid only if

$$\lambda s \gg 1, \quad s < 1 \quad \text{and} \quad \text{Re} > 1$$

(They maintain both $s$ and $\lambda$ as general parameters in their zeroth order solutions by making use of the results of an independent boundary layer analysis by Rott [12]. In patching solutions at the boundary between the inviscid and boundary layer regions, $\lambda$ and $s$ appear independently). At least the first order set of unknowns from the expansions II-35 must be found before meaningful comparisons can be made with analyses which include $s$ as a general parameter.

The present results can be meaningfully compared with the analysis by Loper [8] since that analysis also results in an asymptotic solution without $s$ appearing as an explicit independent parameter. Since that method of solution was a momentum integral analysis, it is most convenient to compare the boundary layer thicknesses predicted by the two analyses. The comparison must be made for the non-magnetic case, $\text{RmN} = 0$, since the momentum integral analysis was performed only for this case.

The boundary layer thicknesses for the two cases are compared in Table 2 for a typical value of the radius, $r = .7$. The values of boundary layer thickness for the present analysis (for $r = .7$,
FmN = 0 and α = 0) are listed in the second column while the first column lists the corresponding Reynolds number. These results are independent of the inlet velocity ratio λ because of the nature of the linearization introduced in chapter III; the radial velocity is uncoupled from the tangential momentum equation. On the other hand, the boundary layer thicknesses found by the momentum integral method do depend upon the inlet velocity ratio λ. Therefore, agreement between the two methods depends upon the value of λ chosen. The results have been compared for two values of λ, λ = 5 and 10. The case of most interest, a strong vortex, is characterized by large values of λ. The third and fifth columns list the boundary layer thickness as calculated from the momentum integral analysis for λ = 5 and λ = 10 respectively. The fourth and sixth columns list the percent error between the present results and the momentum integral results.

The table shows that the thicknesses are roughly the same order of magnitude but exact agreement is not good; the error is about 50%. The momentum integral analysis consistently predicts thinner boundary layers (for large λ) than the present analysis does. Agreement tends to be better if the inlet velocity ratio λ is decreased; this comparison was not pursued further since the case of λ small is not of primary interest (and because the calculations are involved and tedious).

It would seem that the present analysis is the more accurate of the two for several reasons. The first is that the accuracy of
the momentum integral analysis depends upon the proper choice of velocity profiles. In the two plate momentum integral analysis, plausible profiles are chosen but there is no guarantee that they are accurate representations of the actual profiles. In addition, in order to obtain a simple closed form solution, it was assumed in the momentum integral analysis that the ratio of the maximum value of the radial velocity within the boundary layers to the inviscid radial velocity outside the boundary layers is a constant. This assumption limited the form of the radial velocity profile; no such assumption was made in the present analysis.

2. The Radial Velocity

Figure 4 is the counterpart of figure 2; it plots the radial velocity, $u$, on the horizontal axis versus the axial coordinate $z$ on the vertical axis. This figure is shown for radial station $r = .7$ for the non-magnetic case, $RmN = 0$, for an inlet velocity ratio $\lambda = 10$. This corresponds to case A1 discussed in section II-4. Note that the radial velocity is defined as positive for a radial outflow and therefore is primarily negative in the region of interest. For $r = .7$, the inviscid radial velocity is

$$u = -1.429$$

With the accumulation of radial mass flow within the boundary layers, the radial velocity within the boundary layers becomes quite large, exceeding the inviscid value. This large radial velocity in the boundary layers is referred to as the radial velocity
overshoot. In order to conserve radial mass flow, the radial flow drawn into the boundary layers must cause a decrease in the outer, inviscid radial velocity.

This effect is shown in figure 4. For large Reynolds number (small $\theta$) the amount radial mass flow within the boundary layers is a small fraction of the total mass flow. Thus the outer radial velocity is near its inviscid value of $-1.429$. As the Reynolds number is decreased (8 increased), the amount of mass flow in the boundary layers increases due to the increasing thickness of the boundary layers. This causes a corresponding decrease in the outer radial velocity. When $\theta = .1$, the boundary layer mass flow is so great as to cause radial back flow outside the boundary layer. This is shown as a positive radial velocity for the curve marked $\theta = .1$ in figure 4. In this case, the vortex motion cannot be maintained and the flow becomes more complicated. The solution equations III-51, 56, 57 and 58 are no longer strictly valid when this occurs because of the nature of the linearization performed in chapter III. However, it is believed that the analysis may yield meaningful results for very small values of radial backflow (positive radial flow outside the boundary layers). This is based on the fact that for small values of radial backflow, the inviscid tangential velocity is not greatly changed from its value for no backflow. That is, it still is approximately a potential vortex. This is shown in the results of Rosenzweig, Lewellen and Ross [9] (see their figure 7). Note that the maximum value of the radial
velocity overshoot in the boundary layers is independent of the Reynolds number.

While the maximum value of the radial velocity overshoot is not dependent on the Reynolds number, it is a strong function of the inlet velocity ratio, $\lambda$, which was held constant in figure 4. A value of $\lambda = 0$ means that the tangential velocity is zero while $\lambda = 10$ means that the inlet tangential velocity is ten times as large as the inlet radial velocity. Figure 5 illustrates this dependence of the radial velocity overshoot upon the velocity ratio $\lambda$; it is a plot of the radial velocity, $u$, versus the axial coordinate, $z$, at radial station $r = .7$ for a typical value of $\theta, \theta = .01$ ($Re/s^2 = 100\pi^2$), for the non-magnetic case. When $\lambda = 0$, no overshoot occurs, as would be expected. In this case, no centrifugal pressure field is set up to cause an overshoot. As the tangential velocity is increased ($\lambda$ is increased), the overshoot increases dramatically. As the overshoot becomes larger, the boundary layer mass flow correspondingly grows. Thus the external radial velocity becomes smaller and finally reverses, causing the vortex to break down. This occurs for $\lambda = 20$ in figure 5. As the velocity ratio is increased, the radial boundary layer thickness increases slightly since larger velocity gradients occur near the outer edge of the boundary layers.

The influence of the magnetic effects upon the radial velocity is shown in figure 6. It is a plot of the radial velocity, $u$, versus $z$ at $r = .7$ for $\theta = .01$ ($Re/s^2 = 100\pi^2$) and $\lambda = 10$. This
corresponds to cases B1 and C1 discussed qualitatively in section II-4. The curve marked \( \text{RmN} = 0 \) is the same as the curve marked \( \theta = 0.01 \) in figure 4. With the addition of a moderate magnetic field but no external electric current (\( \text{RmN} = 1, \alpha = 0 \)), the radial velocity overshoot is decreased a bit. This decrease is explained by the fact that the radial velocity must now do work against the magnetic field producing a dissipative electric current in the tangential direction. If an external electric current is allowed to flow (\( \text{RmN} = 1, \alpha = 0.74 \)), the overshoot is lessened even more. This additional decrease in the overshoot is due to the fact that the inviscid tangential velocity is slowed upon production of this external electric current as was shown in figure 3. This in turn decreases the pressure defect which is the driving force of the radial velocity overshoot. As the amount of overshoot is lessened, the boundary layer mass flow decreases and the inviscid radial velocity correspondingly increases. As the magnetic influence is increased (\( \text{RmN} = 10, \alpha = 0 \) and \( \text{RmN} = 10, \alpha = 0.222 \)), the overshoot is reduced even more. For the case \( \text{RmN} = 10, \alpha = 0.222 \), the radial velocity profile begins to approximate its value for very large magnetic parameter as given in equation A-26 in Appendix III.

Table 3 charts the fraction of the radial mass flow carried within the boundary layers and also the inviscid radial velocity for \( \lambda = 10 \) and for various values of the parameters \( r, \theta, \text{RmN} \) and \( \alpha \). If the fraction of the boundary layer mass flow is greater than one, the radial velocity outside the boundary layers reverses
and becomes positive. The figures given for this case are not reliable since the analysis is not strictly valid for positive core radial velocity.

The fraction of radial mass flow drawn into the boundary layers increases as the radius decreases. This means that the tendency for the inviscid radial velocity to reverse and become positive also increases as the radius decreases. Therefore, the radial backflow (positive radial velocity) will occur first at the inner cylinder \( r = \epsilon \). The tendency for radial backflow to occur is strengthened by decreasing the Reynolds number (increasing \( \theta \)) as seen from table 3. This is explained by the fact that the fraction of radial mass flow carried within the boundary layers increases as the Reynolds number decreases. This occurs because the boundary layers are thicker for smaller Reynolds number while the radial velocity overshoot is independent of Reynolds number. The tendency for radial backflow to occur is also strengthened by increasing the inlet velocity ratio, \( \lambda \), as seen from figure 5. The physical reason for this strengthening is the counterpart of the phenomenon described above. While an increase in \( \lambda \) does not affect the boundary layer thickness, it does increase the radial velocity overshoot causing additional mass flow to be drawn into the boundary layers.

On the other hand, the presence of magnetic fields and electric currents decreases the tendency for radial backflow to occur. This decrease is caused in part by the decrease in the boundary
layer thickness with the addition of magnetic effects, but the main influence is the decrease in the radial velocity overshoot with the addition of magnetic effects as seen in figure 6. Thus a non-magnetic analysis will predict vortex breakdown sooner than a magnetic analysis will.

3. The Temperature

The solution for the temperature is given by equation IV-4 for the case of prescribed end plates temperature and by equation IV-7 for the case of insulated end plates. In general, the temperature profile is a function of the two spatial coordinates \( r \) and \( z \) and three dimensionless parameters: \( \frac{T_w}{T_R} \), the ratio of the prescribed end wall temperature to the inlet fluid temperature; \( \text{RmNEc} \left(1 + \lambda^2 \alpha^2\right) \), the magnetic heating parameter; and \( \text{RePr}/s^2 \), a modified Peclet number.

Before the temperature profiles are plotted and discussed, it is pertinent to determine what range of the magnetic heating parameter \( \text{RmNEc} \left(1 + \lambda^2 \alpha^2\right) \) is to be expected. The Eckert number, \( Ec \), is the ratio of the fluid kinetic energy to the fluid thermal energy. For a problem involving power generation it is reasonable to stipulate that they be the same order of magnitude. The kinetic energy of the inlet fluid is of order \( V^2(1 + \lambda^2) \) while the inlet thermal energy is \( cT_R \). Thus

\[
V^2(1 + \lambda^2) = cT_R
\]
Or, introducing the Eckert number,

\[ Ec = \frac{1}{1 + \lambda^2} \]

The heating parameter may now be written as

\[ RmN \frac{1 + \lambda^2 a^2}{1 + \lambda^2} \]

For power generation, the parameter \( \lambda \), being the ratio of the inlet tangential velocity to the inlet radial velocity, will be much larger than one. Thus the heating parameter may be approximated by \( RmN \lambda^2 \) for this case. Employing equation III-53, giving the external current, \( a \), as a function of \( t, \theta \) and \( RmN \), it is found that the heating parameter is of order one at its maximum value. Therefore, the heating parameter, \( RmN Ec(1 + \lambda^2 a^2) \), will be varied from zero (no magnetic heating effects) to one. For convenience the heating parameter \( RmN Ec(1 + \lambda^2 a^2) \) will be denoted by \( D \) in the figures and in the following discussion.

Figure 7 is a plot of the temperature versus the axial coordinate \( z \) at radial station \( r = .7 \) for temperature ratio \( T_w/T_R = 1 \) for several values of the magnetic heating parameter \( D (=RmN Ec(1 + \lambda^2 a^2)) \) and the modified Peclet number, \( RePr/s^2 \). If the magnetic heating is zero and the end wall temperature is the same as the inlet temperature, the entire flow field is isothermal: \( T = 1 \). The plot of this temperature coincides with the \( z \) axis in figure 7. As the magnetic heating is increased from zero, the main body of the fluid increases in temperature and thermal boundary layers
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form near the end plates. This effect is shown in the curves marked \( D = 1, \frac{\pi^2 s^2}{Re Pr} = .1 \) and \( D = 1, \frac{\pi^2 s^2}{Re Pr} = .01 \) in figure 7. The parameter \( \frac{\pi^2 s^2}{Re Pr} \) affects the temperature profile just as the parameter \( \frac{\pi^2 s^2}{Re Pr} \) affects the tangential velocity profile. For small \( \frac{\pi^2 s^2}{Re Pr} \), the thermal boundary layer is small, the main body of the fluid is unaffected by the cooling of the end plates and the heat transfer is relatively large. If the Prandtl number is of order one, the thermal and velocity boundary layers will be of the same order of magnitude and the cooling effect will only influence the velocity boundary layer region. If it is desired to cool the velocity boundary layers to prevent undesirable loop currents but not to cool the main body of the fluid, the Prandtl number must be of order one.

Figure 8 plots the temperature versus \( z \) at \( r = .7 \) for temperature ratio \( T_w/T_R = .2 \) for several values of heating parameter and modified Peclet number, \( Re Pr/s^2 \). Only the temperature ratio was changed from the conditions given for figure 7. In the case of end walls cooled below the inlet temperature, thermal boundary layers form even for the case of no heating \( (D = 0, \frac{\pi^2 s^2}{Re Pr} = .1 \) and \( D = 0, \frac{\pi^2 s^2}{Re Pr} = .01 \)\). The thermal boundary layers thicken slightly but remain of the same order of magnitude as the end wall temperature is lowered. Therefore, the boundary layers may be further cooled by lowering the end wall temperature without significantly affecting the temperature of the main body of fluid.
Table 4 gives the heat transfer at the end plates, $q$, for various values of the governing parameters, $r$, $\frac{T_w}{T_R}$, $D (=\text{RmNEc}(1 + \lambda^2a^2))$ and $\frac{s^2}{\text{RePr}}$. The heat transfer is defined as positive for heat flowing from the fluid to the end plates. The left hand column of table 4 gives values of $\frac{T_w}{T_R}$ for three radial stations. The other six columns are values of the heat transfer, $q$, for chosen values of the parameters $D (=\text{RmNEc}(1 + \lambda^2a^2))$ and $\frac{s^2}{\text{RePr}}$. For the cases of no magnetic heating ($D = 0$) and temperature ratio equal to one, there is no heat transfer at the end walls since the fluid is isothermal and no axial temperature gradients exist. The heat transfer is larger for the smaller values of $\frac{s^2}{\text{RePr}}$ because larger temperature gradients exist at the walls for the case of thin thermal boundary layers. As the magnetic heating parameter is increased, the heat transfer increases since the temperature difference across the boundary layers increases while the boundary layer thickness remains the same.

The change in heat transfer with change in radial station is not as clear cut as the effects described above. This is caused by the fact that there are two influences upon the heat transfer as the radius changes; these influences act in opposite directions. One influence is the thickening of the thermal boundary layers with decrease with radius analogous to the thickening of the velocity boundary layers. This tends to decrease the heat transfer since the thermal gradients are smaller in the thicker boundary layers. The other influence is the heating of the fluid as the...
radius decreases. The temperature varies as $D \ln \frac{1}{r}$ outside the thermal boundary layers. Thus as the radius decreases, the temperature difference across the boundary layers increases, tending to cause a larger heat transfer at the end plates. These opposing influences cause the heat transfer to decrease as the radius decreases when magnetic heating effects are small. On the other hand, these influences cause the heat transfer to increase as the radius decreases when magnetic heating effects are large.

4. Concluding Remarks

The primary purpose of the present analysis was to describe the swirling flow (with a net radial mass flow) of a viscous electrically conducting fluid confined between two finite flat plates in the presence of an applied axial magnetic field.

Of primary concern were the details of the velocity flow field including the blockage of the vortex motion by the buildup of boundary layers on the end plates and the redistribution of radial mass flow into these boundary layers. The main assumptions were that the fluid be incompressible with constant properties and that the flow be laminar, steady and axisymmetric.

The analysis was limited to the case of the confining end plates close together compared with their radius. With this geometric limitation, the unknowns were expanded in powers of the ratio of the separation distance to the radius of the plates. It was then possible to eliminate the electromagnetic unknowns from direct
consideration in solving for the zeroth order set of unknowns. That is, the Navier-Stokes equations, with magnetohydrodynamic effects included, were expressed entirely in terms of velocity components.

These simplified Navier-Stokes equations were linearized and solved for the zeroth order velocity components and pressure gradient. With the velocities known, the zeroth order temperature and electromagnetic variables were calculated. The zeroth order velocity and temperature profiles were obtained in Fourier series form as functions of a number of governing parameters. These Fourier series were calculated numerically on a digital computer and plotted in the figures for various values of these governing parameters.

The resulting profiles were discussed and, where applicable, compared with previous works. It was concluded that for estimation of the boundary layer blockage a non-magnetic analysis will provide an upper bound on the boundary layer thickness for the corresponding magnetic problem. That is, for a given set of conditions, the boundary layer blockage is a maximum for the non-magnetic case.

The dependence of the radial velocity upon the various parameters was analyzed to determine how these parameters affect the redistribution of radial mass flow. It was found that the radial mass flow in the boundary layers was largest for the non-magnetic cases. As magnetic effects were added, the boundary layer
mass flow decreased, lessening the tendency for radial back flow (reversal of radial velocity outside the boundary layers) to occur.

In the discussion of the temperature solution, it was found that if the Prandtl number is of order one, the velocity boundary layers may be cooled without affecting the main fluid temperature. This effect is important if it is desired to quench the boundary layers to decrease wasteful loop currents.
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APPENDIX I

CONVERGENCE PROOF

The purpose of this appendix is to prove that the solution for the radial function \( F(r) \) given by equations III-29 and 30 and the solution for the radial pressure gradient \( E \, dp/dr \) given by equations III-41 and 42 converge and thus are the correct solutions.

The solution for \( F(r) \) found in section III-2 is

\[
F(r) = \left[ 1 + \sum_{m=1}^{\infty} K_F^m \right] \left[ \frac{8}{\pi^2 r} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \left( \frac{1-r^2}{2} \right)} \right]
\]

where

\[
G_n = \frac{n^2 s^2}{Re} \left( \frac{2n-1}{2} \right)^2 + \frac{\pi^2}{2} \frac{r}{mN}
\]

Does this expression yield a finite value for \( F(r) \), barring singular values of the parameters such as \( r = 0 \) or \( \pi mN = \infty \)?

First, analyze the infinite sums which appear in the above equations; they are

\[
\sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \left( \frac{1-r^2}{2} \right)} \quad \text{and} \quad \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \left( \frac{n^2-r^2}{2} \right)}
\]

The term \( (1-r^2) \) is always greater than or equal to zero since \( r = 1 \) marks the outer limit of the region of interest. The term \( (n^2-r^2) \)
is always greater than or equal to zero also since \( n \) is a dummy integration variable with \( n = r \) as the lower limit. Since \( G_n \) is always positive,

\[
-e^{\frac{n^2-r^2}{2}} \leq 1 \quad \text{and} \quad e^{\frac{n^2-r^2}{2}} \leq 1 \quad \text{A-1}
\]

This means that each of the infinite sums being considered is less than the sum

\[
\sum_{n=1}^{\infty} \frac{1}{(2n-1)^2}
\]

which is just equal to \( \frac{\pi^2}{8} \):

\[
\sum_{n=1}^{\infty} \frac{e^{\frac{n^2-r^2}{2}}}{(2n-1)^2} \leq \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} = \frac{\pi^2}{8} \quad \text{A-2}
\]

Thus the infinite sums are finite and bounded.

The entire expression

\[
\left( \frac{8}{\pi^2} \frac{1}{r} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \left( \frac{1-r^2}{2} - \frac{a}{r} \right)} \right)
\]

which appears in equation III-29 above is finite and bounded (excluding the case \( r=0 \)). A finite number \( M_1 \) may be chosen such that

\[
\left( \frac{8}{\pi^2} \frac{1}{r} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \left( \frac{1-r^2}{2} - \frac{a}{r} \right)} \right) \leq M_1 \quad \text{A-3}
\]

for all applicable values of the parameters \( r, a, s^2/Re \) and \( RmN \).

Similarly, the expression

\[
\left( \frac{8}{\pi^2} RmN \frac{n^2}{r} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-G_n \frac{n^2-r^2}{2}} \right)
\]
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which appears in equation III-30 is finite and bounded (provided 
\( r \neq 0 \)). It may be bounded by a finite number \( M_2 \) for all applicable values of the parameters \( n, r, s^2/\text{Re} \) and \( \text{RmN} \):

\[
\left( \frac{8}{\pi^2} \frac{\text{RmN}}{r} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} e^{-\frac{G_n (n^2-r^2)}{2}} \right) \leq M_2 
\]

A-4

Substitution of these bounding expressions, equations III-29 
and 30 yield the inequalities:

\[
F(r) \leq \text{RmN} \left[ 1 + \sum_{m=1}^{\infty} K_F^m \right] M_1
\]

A-5

where

\[
K_F[x(r)] \leq \int^1_r M_2 x(n) dn
\]

A-6

The first term of the infinite series appearing in equation 
A-5 is of the form

\[
K_F [M_1]
\]

where \( M_1 \) is a constant. This may be easily evaluated by use of 
equation A-6 to yield

\[
K_F[M_1] \leq M_1 M_2 (1-r)
\]

A-7

The second term of the infinite series in equation A-5 is

\[
K_F^2 [M_1] = K_F[K_F(M_1)] \leq K_F[M_1 M_2 (1-r)]
\]

A-8

or using equation A-6 again,

\[
K_F^2 [M_1] \leq M_1 M_2^2 \frac{(1-r)^2}{2 \cdot 1}
\]

A-9
Operating in a similar manner, it is easily seen that the general term of the expansion is

\[ K_F^m [M_1] \leq M_1 M_2^m \frac{(1-r)^m}{m!} \quad A-10 \]

Now equation A-5 for \( F(r) \) may be written as

\[ F(r) \leq RmN M_1 \sum_{m=0}^{\infty} \frac{M_2^m(1-r)^m}{m!} \quad A-11 \]

But the infinite sum in this equation is just the power series expansion for the exponential function. Thus \( F(r) \) is bounded by:

\[ F(r) \leq RmN M_1 e^{M_2(1-r)} \quad A-12 \]

This expression for \( F(r) \) converges for all finite values of the parameters \( RmN, M_1, M_2 \) and \( (1-r) \). Thus the solution for \( F(r) \) as given by equations III-29 and III-30 is finite and represents the solution to equation III-28.

Now consider briefly the proof that the solution for \( E \frac{dp}{dr} \) as represented by equations III-41 and 42 converges. It is now known that \( F(r) \) is finite; therefore its integral appearing in equation III-41 is finite. Thus equations III-41 and 42 are in identical mathematical form to the solution equations for \( F(r) \) equations III-29 and 30. The proof that the solution for \( E \frac{dp}{dr} \) converges follows the above proof identically.
APPENDIX II

ANALYSIS OF ERROR

The purpose of this appendix is to determine the error introduced in Section III-4 by approximating the function

\[ f(x) = \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} \ e^{-(2n-1)^2x} \]

where \( x = \pi^2s^2/Re \left( \frac{1-r^2}{2} \right) \) or \( \pi^2s^2/Re \left( \frac{\eta^2-x^2}{2} \right) \), by a normalization of its first term

\[ f(x) = e^{-x} \]

This function \( f(x) \) was approximated in section III-4 in order to obtain simpler closed form solutions for the velocity profiles. This function appears in the solution equations for \( F(r) \), equations III-29 and 30, and for \( \frac{dE}{dr} \), equations III-41 and 42, and represents the influence of the presence of the boundary layers upon these functions. Thus \( f(x) \) as given by equation A-13 represents the influence of the boundary layers upon the outer flow. If Reynolds number becomes infinite, there are no boundary layers present. For \( Re = \infty \), \( x = 0 \) and

\[ f(0) = 1 \]
Note that if \( f(x) \) were approximated by the constant value \( f(x)=1 \), it would be tantamount to ignoring the influence of the boundary layers upon the outer flow entirely.

It is expected that the approximation of this function \( f(x) \) by another function will have little effect upon the tangential velocity distribution since the boundary layers have no direct physical effect upon the inviscid tangential velocity. On the other hand, the approximation of \( f(x) \) will affect the outer radial flow since the boundary layers have a primary effect upon the inviscid radial velocity through conservation of radial mass flow. This effect will be analyzed below.

Turn now to purely mathematical considerations. It is desired to achieve practical closed form solutions for the radial functions \( F(r) \) and \( E \frac{dp}{dr} \), starting from equations III-28 and III-39 respectively, by approximating the function \( f(x) \) as given by equation A-13. This function is difficult to approximate by integer powers of \( x \) in the region of \( x \) small because \( \frac{df}{dx} \) is singular at \( x=0 \). The function \((1-c \sqrt{x})\) does approximate \( f(x) \) remarkably well for small \( x \) but unfortunately does not yield closed form solutions for \( F(r) \) and \( E \frac{dp}{dr} \).

In theory, closed form solutions are possible for \( F(r) \) and \( E \frac{dp}{dr} \) if \( f(x) \) is approximated by a truncation of its infinite series. However, if the function is approximated by even its first two terms the solutions become quite complex and difficult to
manipulate. Therefore, for ease of calculation, the function must be approximated by only its first term. Since the infinite series is rapidly convergent, the first term of the series approximates the function quite well.

The full function $f(x)$ as given by equation A-13 is plotted versus $x$ in figure 9 along with its approximations by the first term and the first two terms of the series. The approximations are normalized so that $f(0) = 1$ is satisfied.

The error introduced by approximating the function $f(x)$ by a constant, its first term and its first two terms is plotted versus $x$ in figure 10. The error introduced by approximating $f(x)$ by a constant value, in effect ignoring boundary layer effects, becomes unbounded for large $z$, corresponding to small values of the Reynolds number. The first term approximation keeps the error bounded; it asymptotically approaches 23% for large $x$ (small Re). If the second term were added to the approximation, the maximum error would drop to 10%.

The actual error introduced into the values of the velocity profiles, and particularly into the tangential velocity, are much less than these figures since this is only the error in the effect of the boundary layers on the outer flow; it is not the error of the entire velocity value.

The fact that the function $f(x)$ is not represented entirely accurately does cause some error in the inviscid radial velocity.
This error may be corrected by calculation of the actual radial mass flow in the boundary layers and computation of the proper inviscid radial velocity by use of the conservation of radial mass flow condition. This method is used in the numerical calculation of the radial velocity profiles. In this way, the error in the radial velocity is much reduced from the values given in figure 10.
APPENDIX III

SPECIAL CASE SOLUTIONS

In section III-4, solutions are found for the velocity components u, v, and w and the pressure gradient \( \frac{dp}{dr} \) and are given by equations III-51, 56, 57 and 58. These solution equations are quite general; no restrictions were placed on the parameters governing the flow. These equations are also quite complex; it is not obvious from these equations what the flow pattern is like for extreme values of the governing parameters. In this appendix, the solution equations will be simplified for several of the limiting values of the governing parameters which were discussed qualitatively in section II-4. This will be done to gain a better idea of the basic nature of the flow pattern existing in the region of interest for these special cases. Also, for the case of very large Reynolds number, the simplified solution equations may be easily checked with direct solutions of the governing equations II-75, 76 and 77.

In several of the special cases considered below, the simplified solutions may not satisfy all the prescribed boundary conditions. This will occur when the terms containing the radial or axial derivatives are negligibly small in the region away from
the boundaries. In these cases, the simplified solutions represent the general flow pattern away from the boundaries where the conditions are not satisfied. Boundary layers will exist on these boundaries, allowing the boundary conditions to be satisfied.

a. First consider the simplification that the assumption of negligibly small magnetic effects gives. This corresponds to case A discussed in section II-4. The flow pattern is now one of pure viscous flow with no magnetic effects. Equations III-51, 57, 58 and 56 now are:

\[
u = \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{\sin(2n-1)\pi z}{(2n-1)} \left\{ -\frac{1}{r} + \frac{\lambda^2}{r} \left( e^{-\theta(2n-1)^2\frac{1-r^2}{2}} - e^{-\frac{1-r^2}{2}} \right) \right\} A-14
\]

\[+ \theta \left[(2n-1)^2\right] \int_{r}^{1} [1 + \lambda^2 e^{-\theta \frac{1-n^2}{2}}] e^{-\theta(2n-1)^2 \frac{(n^2-r^2)}{2}} \, dn \}

\[
v = \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{\sin(2n-1)\pi z}{2n-1} e^{-\theta(2n-1)^2 \frac{(1-r^2)}{2}} A-15
\]

\[
w = \frac{4}{\pi^2} \sum_{n=1}^{\infty} \left[ \cos(2n-1)\pi z \right] \theta \left\{ 1 - \frac{1}{(2n-1)^2} + \lambda^2 \left[ e^{-\theta \frac{(1-r^2)}{2}} - e^{-\theta(2n-1)^2 \frac{(1-r^2)}{2}} \right] \right\} A-16
\]

\[-[1 - \frac{1}{(2n-1)^2} \left[ \frac{1}{r} + \theta(2n-1)^2 r \right] \int_{r}^{1} [1 + \lambda^2 e^{-\theta \frac{1-n^2}{2}}] e^{-\theta(2n-1)^2 \frac{(n^2-r^2)}{2}} \, dn \}
\]

\[
E \frac{dp}{dr} = \frac{1}{r^3} + \frac{\theta}{r} + \frac{\lambda^2}{r^3} e^{-\theta \frac{(1-r^2)}{2}} A-17
\]

where \( \theta = \pi^2 s^2 / Re \)
These are the solutions which would have been obtained if the analysis performed in chapters II and III was done for the case \( \text{RmN} = 0 \). These solutions are valid for all Reynolds number \( (\theta = \frac{\pi^2 s^2}{\text{Re}}) \) but are more accurate for the large Reynolds number cases than for the small due to the approximation described in Appendix II. The solutions for the tangential and radial velocities \( A-14 \) and 15 are plotted in figures 2,4 and 5 for various values of the parameters \( \theta \) and \( \lambda \).

b. Consider now the case of infinite Reynolds number \( (\theta = 0) \) for general magnetic parameter. The fluid is now inviscid and the flow pattern is one of inviscid magnetohydrodynamic flow. This corresponds to an extreme (since \( \text{Re} = \infty \)) example of cases A1, B1 and C1 discussed in section II-4. In this case, the radial terms in the solution equations III-51, 57 and 58 are no longer functions of the summation index \( n \) and the summation may be written as a constant independent of the axial coordinate \( z \). This means that the velocity profiles are independent of \( z \) as would be expected in the inviscid case. Equations III-51, 56, 57 and 58 now are

\[
\begin{align*}
\frac{u}{r} &= \frac{1}{r} \\
\frac{v}{r} &= \frac{\lambda}{r} \left[ 1 - \text{RmNa} \frac{(1-r^2)}{2} \right] \\
w &= 0 \\
E \frac{dp}{dr} &= \frac{1}{r^3} + \frac{\text{RmNa}}{r} + \frac{\lambda^2}{r^3} \left[ 1 - \text{RmNa} \frac{(1-r^2)}{2} \right]^2
\end{align*}
\]
Note that the ability to satisfy the axial boundary conditions has been lost in this simplification. If the original governing equations II-75, 76 and 77 are solved directly for the case \( Re = 0 \), the results are identical to the above equations. This is a check upon the validity of the analysis performed in chapter III.

A rather surprising result is that equation A-19, for the tangential velocity, is identical to equation (15a) in a paper by McCune and Donaldson [12]; their parameters \((J)\) and \((-\,SU)\) are identical to \((a)\) and \((\RmN)\) respectively. Their equation was derived for a compressible fluid with the radial viscous terms considered while the above result was obtained by considering only the linearized inertia and magnetic terms for an incompressible fluid. This is explained by the fact that the compressibility effect doesn't influence the tangential velocity and by the fact that the solution for the tangential velocity is of the form \((c_1r + c_2/r)\) which satisfies the radial viscous terms automatically.

b,1. As a special case of case b described above, consider negligibly small magnetic effects along with an infinite Reynolds number; that is \( \RmN = 0 \) and \( Re = \infty \). This case is purely inviscid and hydrodynamic; the result should be a potential vortex. Equations A-18, 19, 20 and 21 reduce to

\[
\begin{align*}
    u &= -\frac{1}{r} \\
    v &= \frac{\lambda}{r}
\end{align*}
\]
These are the well known potential vortex equations.

\[ \frac{w}{r} = \frac{1 + \lambda^2}{r^3} \]

Consider one more special case of case b described above; let the magnetic parameter \( RmN \) becomes large. This is equivalent to having a very powerful magnetic field or a very high electrical conductivity. This corresponds to case C1 discussed in section II-4. Note that when \( RmN \) becomes large, the external current \( \alpha \) becomes small such that the product \( RmN \alpha \) remains finite. In this special case equations A-18, 19, 20 and 21 are now

\[ u = \frac{1}{r} \]

\[ v = \frac{\lambda}{r} \left[ 1 - RmNa \left( \frac{1-r^2}{2} \right) \right] \]

\[ w = 0 \]

\[ \frac{dp}{dr} = \frac{1}{r} \quad E = RmN \]

With the exception of the pressure equation, the above set is identical to those in case b. However, the case under consideration is \( RmN = \infty \). In this special case, the equation for the external current \( \alpha \), equation III-53, becomes, when multiplied by \( RmN \):

\[ RmNa = \frac{\ln \frac{1}{\varepsilon}}{\frac{1}{2} \ln \frac{1}{\varepsilon} - \frac{1-\varepsilon^2}{4}} \]

Now the solution for the tangential velocity, A-27, may be written as
This equation states that the tangential velocity $v$ is equal to the prescribed value $\lambda$ at the outer cylinder $r = 1$, diminishes to zero at radius 

$$r^2 = \frac{1 - \varepsilon^2}{\ln \frac{1}{\varepsilon^2}}$$

and is negative for radius smaller than $\sqrt{\frac{(1-\varepsilon^2)}{\ln \frac{1}{\varepsilon^2}}}$ In fact, this solution for $v$ has the property that

$$\int_{\varepsilon}^{1} \int_{0}^{1} v dzdr = 0$$

Since the external current $\alpha$ is proportional to this double integral, it is very small for large magnetic parameter.

To explain why this external current $\alpha$ becomes very small as the magnetic parameter becomes very large, consider the original governing equation. For this special case ($RmN = Re = \infty$) the tangential momentum equation III-11 essentially reduces to

$$\frac{d}{dr} (\nu r) = \lambda (RmNo)r$$

This equation states that the effect of the current, caused by the tangential velocity cutting the magnetic field, in turn causes the tangential velocity to decrease as the radius decreases. The current produced is very small but it is just enough that the slowing action continues beyond the point where the tangential velocity is stagnated. At radial stations further inward, the current and
magnetic field act as a hydromagnetic pump, forcing the fluid in the other direction.

c. Consider now the case for which the Reynolds number is small ($s^2/Re$ is large) with the magnetic parameter $RmN$ unspecified. This corresponds to cases A3, B3 and C3 discussed in section II-4. In this case, the inertia terms are negligibly small compared with the viscous terms; boundary layers exist on the outer radial cylinder. This case will be considered from the simplified governing equations rather than from the simplified solution equations for several reasons. The first reason is that for this case, the solution equations retain the complexity of the radial boundary layers and do not simplify significantly. The second reason is that, while the solution equations are valid for small Reynolds number, the error introduced by approximations is a maximum for this case.

The governing equations II-75, 76 and 77 simplify to

$$\frac{1}{r} \frac{\partial}{\partial r} (ru) + \frac{\partial w}{\partial z} = 0 \quad A-35$$

$$\frac{E}{RmN} \frac{\partial p}{\partial r} = \frac{s^2}{ReRmN} \frac{\partial^2 u}{\partial z^2} - u \quad A-36$$

$$0 = \frac{s^2}{ReRmN} \frac{\partial^2 v}{\partial z^2} - \frac{\lambda a}{r} - v + \int_0^1 vdz \quad A-37$$

where the momentum equations have been divided by $RmN$ for convenience of notation.

The solutions to equations A-35, 36 and 37 satisfying the
axial no flow boundary conditions are

\[
\begin{align*}
u &= - \frac{1}{r} \left[ \frac{\sinh (H_a) - \sinh (H_a z) - \sinh (H_a (1-z))}{\sinh (H_a) - 2 \frac{2}{H_a} (\cosh (H_a) - 1)} \right] \quad A-38 \\
v &= 0 \quad A-39 \\
w &= 0 \quad A-40 \\
\frac{dp}{dr} &= - \frac{RmN}{E} \frac{1}{r} \frac{\sinh (H_a)}{\sinh (H_a) - 2 \frac{2}{H_a} (\cosh (H_a) - 1)} \quad A-41
\end{align*}
\]

where a modified Hartmann number has been introduced:

\[
H_a = \frac{\sqrt{Re RmN}}{s} \quad A-42
\]

In this case the large viscous forces cause the tangential velocity to stagnate while the radial velocity remains non-zero by conservation of radial mass flow. To satisfy the radial boundary condition at \( r = 1 \) on the tangential, and radial, velocity, boundary layers exist on the outer cylinder. This is a case where boundary layers occur because the Reynolds number is small rather than the normal situation of large Reynolds number.

c,l. As a special case of case c, consider now that the magnetic parameter is negligibly small compared with the parameter \( s^2/Re \). This corresponds to ordinary slow flow and is associated with a viscous slowly moving fluid. In this case, the modified Hartmann number becomes zero and the variables \( u \) and \( dp/dr \) must be determ-
ined by repeated application of l'Hopital's rule. This yields

\[ u = \frac{6}{r} z (z - 1) \quad \text{A-43} \]
\[ v = 0 \quad \text{A-44} \]
\[ w = 0 \quad \text{A-45} \]
\[ \frac{dp}{dr} = \frac{12}{r} \quad \text{E} = \frac{s^2}{Re} \quad \text{A-46} \]

These solutions may be found directly from equations A-35, 36 and 37 with the magnetic terms neglected.

If the limit \( s^2/Re = \infty \) is made in the solution for the pressure gradient III-56, the result is

\[ \frac{dp}{dr} = \frac{r^2}{r} \quad \text{E} = \frac{s^2}{Re} \quad \text{A-47} \]

This result, when compared with equation A-46, verifies the conclusion of Appendix II that the maximum error in the radial functions \( F(r) \) and \( \frac{dp}{dr} \) is 23\% for small Reynolds number.

d. This final special case solution is a bit divorced from the above considerations. It is an attempt to calculate the boundary layers which exist on the outer radial cylinders for the small Reynolds number case discussed in case Cl above. This analysis might shed light on the phenomenon of a boundary layer in a low Reynolds number flow.

Rather than enter a boundary layer analysis and patch flow solutions, it is easier to solve the equations with the radial
viscous terms included in the entire region of interest. The following analysis is valid for Re \(\ll s\). If Re = 0(s) the inertia term \(u \frac{\partial u}{\partial r}\) becomes as large as the viscous terms and must be included also.

The governing equations for this case are

\[
\frac{1}{r} \frac{\partial}{\partial r} (ru) + \frac{\partial w}{\partial z} = 0 \quad \text{A-48}
\]

\[
\frac{\partial p}{\partial r} = \frac{1}{s^2} \frac{\partial}{\partial r} \left[ \frac{1}{r} \frac{\partial}{\partial r} (ru) \right] + \frac{\partial^2 u}{\partial z^2} \quad E = \frac{s^2}{Re} \quad \text{A-49}
\]

\[
0 = \frac{1}{s^2} \frac{\partial}{\partial r} \left[ \frac{1}{r} \frac{\partial}{\partial r} (rv) \right] + \frac{\partial^2 v}{\partial z^2} \quad \text{A-50}
\]

These equations are still correct to order \(1/s\). The newly introduced radial viscous terms are of order \(1/s^2\) compared with the axial viscous terms except within the radial boundary layers.

The boundary conditions to be satisfied are equations II-30-a,b,c, II-31, II-32-a,b,c.

At \(z = 0\) and \(z = 1\) \(u = v = w = 0\) II-30-a,b,c

At \(z = 1/2\) \(\frac{\partial u}{\partial z} = \frac{\partial v}{\partial z} = w = 0\) II-31

At \(r = 1\) \(u = -1\) \(a\)

\(v = \lambda\) \(b\) II-32

\(w = 0\) \(c\)

In addition, conditions must be prescribed on the inner radial cylinder since the equations contain two radial derivatives and require two radial boundary conditions. It is assumed that the in-
fluence of the boundary condition at \( r = 1 \) are negligible at \( r = \epsilon \) and that the velocities are just those given in case Cl.

\[
\text{At } r = \epsilon \quad \begin{align*}
    u &= \frac{6}{\epsilon} z(z-1) \\
    v &= 0 \\
    w &= 0
\end{align*} \quad \text{A-51}
\]

Other conditions at the inner cylinder could have been arbitrarily specified; the analysis is not complicated by this condition.

The momentum equations A-49 and 50, are uncoupled and each is linear. Equation A-50 will be solved first since it is homogeneous and points the way for the solution of the non-homogeneous radial momentum equation A-49.

Following the pattern of the finite sine transform, assume that the tangential velocity \( v \) is of the form

\[
v = \sum_{n=1}^{\infty} \bar{v}_n(r,n) \sin(2n-1)\pi z \quad \text{A-52}
\]

This assumed form for the tangential velocity satisfies the axial boundary conditions automatically.

Substitution of the assumed form A-52 into the tangential momentum equation A-50 yields:

\[
\frac{d^2 \bar{v}_n}{dr^2} + \frac{1}{r} \frac{d \bar{v}_n}{dr} - \bar{v}_n \left( \frac{1}{r^2} + (2n-1)^2 \pi^2 s^2 \right) = 0 \quad \text{A-53}
\]

This equation is easily solved to yield

\[
\bar{v}_n = a_n I_1[(2n-1)\pi sr] + \gamma_n K_1[(2n-1)\pi sr] \quad \text{A-54}
\]
where $I_1$ and $K_1$ are modified Bessel functions.

The constants $\alpha_n$ and $\gamma_n$ may be determined by use of the radial boundary conditions II-32-b and A-51-b. This yields

$$v = \frac{4\lambda}{\pi} \sum_{n=1}^{\infty} \frac{\sin(2n-1)\pi z}{2n-1} \frac{\theta_n(r, \epsilon)}{\theta_n(1, \epsilon)}$$

where

$$\theta_n(x, y) = I_1[(2n-1)\pi sx] K_1[(2n-1)\pi sy] - I_1[(2n-1)\pi sy] K_1[(2n-1)\pi sx]$$

This is the full solution for the tangential velocity for the case of small Reynolds number and no magnetic field. The profile will be near zero for values of radius away from $r = 1$. Near $r = 1$ there is a boundary layer like profile.

Now the radial momentum equation A-49 will be solved for the radial velocity in terms of the pressure gradient. Assume a form for $u$ similar to that assumed for $v$ in equation A-52; let

$$u = \sum_{n=1}^{\infty} \tilde{u}_n(r, n) \sin(2n-1)\pi z$$

Again this form satisfies the axial boundary conditions automatically.

Substitution of the assumed form A-57 into the radial momentum equation A-49 yields

$$\frac{d^2 \tilde{u}_n}{dr^2} + \frac{1}{r} \frac{d \tilde{u}_n}{dr} - \tilde{u}_n \left( \frac{1}{r^2} + (2n-1)^2 \pi^2 s^2 \right) = \frac{\mu s^2}{\pi(2n-1)} \frac{dp}{dr}$$

where use has been made of the fact that
\[ l = \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{\sin(2n-1)\pi z}{(2n-1)} \]

Equation A-58 has a homogeneous solution identical to equation A-54. The particular solution is easily found by variation of parameters; the complete solution is

\[
\bar{u}_n(r,n) = I_1[(2n-1)\pi sr]\left[\psi_n - \frac{4s^2}{\pi(2n-1)^2} \int_r^1 K_1[(2n-1)\pi sn] \frac{d\psi}{dn} dn\right]
\]

\[
+ K_1[(2n-1)\pi sr]\left[\omega_n - \frac{4s^2}{\pi(2n-1)^2} \int_\epsilon^r I_1[(2n-1)\pi sn] \frac{d\psi}{dn} dn\right]
\]

where the limits of integration have been chosen such that \( \bar{u}_n \) remains finite as \( n \rightarrow \infty \).

The constants of integration \( \psi_n \) and \( \omega_n \) are determined by the boundary conditions II-32-a and A-51-a. This yields the solution for the radial velocity:

\[
u = -\frac{4}{\pi} \sum_{n=1}^{\infty} \frac{\sin(2n-1)\pi z}{(2n-1)} \left\{ \frac{\theta_n(r, \epsilon)}{\theta_n(1, \epsilon)} + \frac{\theta_n(1,r)}{\theta_n(1,\epsilon)} \frac{12}{\epsilon \pi^2 (2n-1)^2} \right\}
\]

\[
+ s^2 \frac{\theta_n(1,r)}{\theta_n(1,\epsilon)} \int_\epsilon^1 \theta_n(n,\epsilon) \frac{d\psi}{dn} dn - s^2 \int_r^1 \theta_n(n,r) \frac{d\psi}{dn} dn \right\}
\]

where \( \theta_n \) is defined by equation A-56.

The unknown radial pressure gradient may now be determined by applying the integral form of the conservation of mass equation

\[
\int_0^1 \omega dz = -\frac{1}{r}
\]

II-80
Substitution of the solution for the radial velocity equation A-60 into equation II-80 yields

\[
\int_{\eta}^{1} \frac{d\xi}{n} \sum_{n=1}^{\infty} \frac{\theta_{n}(1,r)}{(2n-1)^2} \frac{\theta_{n}(n,\epsilon)}{\theta_{n}(1,\epsilon)} dn - \int_{r}^{1} \frac{d\eta}{n} \sum_{n=1}^{\infty} \frac{\theta_{n}(n,\epsilon)}{(2n-1)^2} \frac{\theta_{n}(n,\epsilon)}{\theta_{n}(1,\epsilon)} dn
\]

\[+ \frac{1}{s^2} \sum_{n=1}^{\infty} \frac{\theta(n,r)}{(2n-1)^2} \frac{\theta(n,\epsilon)}{\theta(n,\epsilon)} - \frac{\pi^2}{8s^2} \frac{1}{r} = 0 \quad \text{A-61} \]

Equation A-61 is a combination of a Volterra equation of the first kind and a Fredholm equation, also of the first kind. It may be transformed into one of the second kind (with the unknown \(dp/dr\) appearing explicitly) by differentiating twice with respect to \(r\). Once will not suffice since \(\theta(r,r) = 0\) from the definition. The result is

\[
\frac{dp}{dr} = 8 \sum_{n=1}^{\infty} \frac{\theta_{n}(r,\epsilon) + \frac{\pi^2}{4\epsilon^2(2n-1)^2} \theta_{n}(1,\epsilon)}{\theta_{n}(1,\epsilon)} + 8s^2 \int_{1}^{\epsilon} \frac{1}{n} \frac{d\eta}{n} \sum_{n=1}^{\infty} \frac{\theta_{n}(n,\epsilon)}{\theta_{n}(1,\epsilon)} dn \quad \text{A-62} \]

Following the method employed in section III-2 to find the solution for the function \(F(r)\), the solution for the pressure gradient \(dp/dr\) is

\[
\frac{dp}{dr} = 8 \left[ 1 + \sum_{n=1}^{\infty} (K_3 + K_2)^n \right] \left[ \sum_{n=1}^{\infty} \theta_{n}(r,\epsilon) + \frac{\pi^2}{\pi^2(2n-1)^2} \theta_{n}(1,\epsilon) \right] \quad \text{A-63} \]
where
\[ K_3[x(r)] = s^2 \int_1^n \eta x(n) \sum_{n=1}^\infty \frac{\theta_n(1,r)}{\theta_n(1,\varepsilon)} \, dn \quad \text{A-64} \]

and
\[ K_2[x(r)] = -s^2 \int_1^n \eta x(n) \sum_{n=1}^\infty \frac{\theta_n(n,r)}{\theta_n(1,\varepsilon)} \, dn \quad \text{A-65} \]

Now the continuity equation A-48 may be solved for the axial velocity
\[ w = -\frac{h_0}{\pi} \sum_{n=1}^\infty \frac{\cos((2n-1)\pi z)}{(2n-1)} \left\{ \frac{\psi_n(r,\varepsilon)}{\theta_n(1,\varepsilon)} + \frac{\psi_n(1,r)}{\theta_n(1,\varepsilon)} \right\} \frac{12}{\varepsilon \pi^2 (2n-1)^2} \]
\[ + s^2 \frac{\psi_n(1,r)}{\theta_n(1,\varepsilon)} \int_1^n \frac{\theta_n(n,\varepsilon)}{\theta_n(1,\varepsilon)} \frac{dn}{\partial n} - s^2 \int_1^n \frac{\psi_n(n,r)}{\theta_n(r,\varepsilon)} \frac{dn}{\partial n} \]
\[ + \frac{s^2}{(2n-1)^2 \pi^2 r} \int_1^n \frac{\theta_n(n,r)}{\theta_n(1,\varepsilon)} \frac{dn}{\partial n} \]

where the variable \( \theta_n \) is defined by equation A-56 and
\[ \psi_n(x,y) = I_1[(2n-1)\pi x]K_0[(2n-1)\pi y] + I_0[(2n-1)\pi y]K_1[(2n-1)\pi x] \quad \text{A-67} \]

This solution for the axial velocity satisfies the no flow conditions on the end plates by virtue of the nature of the pressure gradient. However, equation A-66 cannot satisfy the radial boundary conditions II-32-c and A-51-c since the governing differential equations A-48, 49 and 50 do not contain radial derivatives of the axial velocity.
APPENDIX IV

CALCULATION OF POWER AND EFFICIENCY

The magneto hydro dynamic device described and analyzed in the main text might be employed as a power generator. Therefore, it is of interest to calculate the performance parameters such as power and efficiency.

1. Useful Power

The useful power $\tilde{W}$ produced by the device is the product of the external current $\tilde{I}$ times the voltage $\tilde{V}$ applied to the external circuit. In non-dimensional quantities this may be written as

$$\tilde{W} = RmN \tilde{I} \tilde{V} \quad \text{A-68}$$

The external current is just equal to $2\pi \lambda \alpha$. The parameter $\alpha$ is given by equation III-53 and the applied voltage $\tilde{V}$ is given by equation IV-12. Thus the useful power is

$$\tilde{W} = \frac{RmN 4\pi^2 \alpha^2 \varepsilon e^{-\theta (\ln \frac{1}{\varepsilon})^2}}{[2\pi \alpha \rho + (1 + RmN \frac{1-e^{-\theta^2}}{\theta}) \ln \frac{1}{\varepsilon} - RmN \frac{1-e^{-2}}{4} e^{-\theta^2}]^2} \quad \text{A-69}$$
2. **Total Power**

The total power expended by the fluid will now be calculated. In the calculation of the temperature distribution, it was assumed that the viscous heating terms were negligible compared with the joule heating terms. This assumption will remain in force for the following calculations.

It is also assumed that the heat conduction effects are negligible. That is, the amount of energy transferred by conduction is assumed to be much smaller than the amount of energy transferred by electromagnetic means. In the case of prescribed end wall temperature, heat conduction influences only small thermal boundary layer regions near the two end plates while in the case of adiabatic end plates, there is no heat conduction considered.

With these assumptions in effect, the energy transfer is entirely electromagnetic. The power extracted from the fluid, $H^*$, is represented by the dot product of the fluid velocity vector and the magnetic body force vector:

$$ H^* = - \int_{\epsilon R}^{R} \int_{0}^{b} 2\pi r^* \mathbf{v}^* \cdot (\mathbf{J}^* \times \mathbf{B}^*) \, dz^* \, dr^* $$

where the asterisks indicate dimensional variables and the minus sign is included to make $H^*$ positive for power extracted from the fluid. The difference between the useful power and the total power is the ohmic loss of the device which appears as joule heating.

In dimensionless form with $H^* = H / \rho v^3 H$ equation A-70 is
\[ H = -2\pi RmN \int_{0}^{1} \int_{0}^{1} r v \cdot (J \times B) \, dzdr \quad A-71 \]

Substituting the expansions of the variables in powers of \( l/s \) from equation II-35 and neglecting terms of order \( l/s \) or smaller yields

\[ H = 2\pi RmN \int_{0}^{1} \int_{0}^{1} r (v_o J_{r0} - u_o J_{\phi o}) \, dzdr \quad A-72 \]

By use of equations II-67 and 74 this equation may be written in terms of velocity components only:

\[ H = 2\pi RmN \int_{0}^{1} \int_{0}^{1} r [u_o^2 + v_o^2 - v_o] \int_{0}^{1} v_o \, dz + v_o \frac{\lambda a}{r} \, dzdr \quad A-73 \]

This expression for the total power may be found in some generality by use of equations III-51 and 57. However, the result is very cumbersome and difficult to analyze further. In keeping with the previous assumptions concerning the size and influence of the boundary layers, \( H \) may be approximated to the same degree of accuracy that \( T, E_{r0}, R(r) \) and \( \frac{dp}{dr} \) were:

\[ H = 2\pi RmN \left\{ \ln \frac{1}{\varepsilon} + \frac{\lambda^2 e^{-\theta} (\ln \frac{1}{\varepsilon})^2 (2\pi Rm + \ln \frac{1}{\varepsilon})}{[2\pi Rm + (RmN \frac{1-e^{-\theta}}{\theta} )\ln \frac{1}{\varepsilon} - RmN \frac{1-e^{-\theta/2}}{4} e^{-\theta/2}]^2} \right\} \quad A-74 \]

The first term on the right hand side represents the power lost by the azimuthal current produced by the radial velocity. The other term represents power produced both within the fluid and
and in the external circuit by the net radial current.

3. Efficiency

The efficiency of the device, $\beta$, may now be expressed as the useful power $\mathcal{H}$ divided by the total power $\mathcal{H}$:

$$\beta = \frac{\mathcal{H}}{\mathcal{H}}$$

or, using equations A-69 and A-74:

$$\beta = \frac{\lambda^2 \frac{2\pi}{R_B} e^{-\theta} \ln \frac{1}{\epsilon}}{[(2\pi/R_B) + (1 + RnN \frac{1-e^{-\theta/2}}{\theta}) \ln \frac{1}{\epsilon} - RnN \frac{1-e^{-\theta/2}}{\theta} e^{-\theta/2}]^2 + \lambda^2 e^{-\theta} \ln \frac{1}{\epsilon} (2\pi/R_B + \ln \frac{1}{\epsilon})}$$
Table 1 Boundary Layer Thickness

The boundary layer thickness, $\delta$, is defined as the value of the axial coordinate $z$ for which the tangential velocity, $v$, is equal to 99% of its inviscid value.

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\frac{r^2}{\text{Re}}$</th>
<th>$\text{RmN = 0}$</th>
<th>$\text{RmN = 1}$</th>
<th>$\text{RmN = 1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a = 0$</td>
<td>$a = 1$</td>
<td>$a = .74$</td>
<td>$a = .74$</td>
</tr>
<tr>
<td>.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.001</td>
<td>.00497</td>
<td>.00494</td>
<td>.004945</td>
<td></td>
</tr>
<tr>
<td>.01</td>
<td>.01288</td>
<td>.01238</td>
<td>.01269</td>
<td></td>
</tr>
<tr>
<td>.1</td>
<td>.0361</td>
<td>.03487</td>
<td>.03557</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.1288</td>
<td>.1239</td>
<td>.1271</td>
<td></td>
</tr>
<tr>
<td>.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.001</td>
<td>.0082</td>
<td>.0078</td>
<td>.00816</td>
<td></td>
</tr>
<tr>
<td>.01</td>
<td>.01928</td>
<td>.01894</td>
<td>.01922</td>
<td></td>
</tr>
<tr>
<td>.1</td>
<td>.0588</td>
<td>.0573</td>
<td>.0586</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.1928</td>
<td>.1893</td>
<td>.1922</td>
<td></td>
</tr>
<tr>
<td>.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.001</td>
<td>.0096</td>
<td>.00942</td>
<td>.00959</td>
<td></td>
</tr>
<tr>
<td>.01</td>
<td>.0257</td>
<td>.02446</td>
<td>.02558</td>
<td></td>
</tr>
<tr>
<td>.1</td>
<td>.0804</td>
<td>.0763</td>
<td>.0801</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.257</td>
<td>.2447</td>
<td>.2543</td>
<td></td>
</tr>
</tbody>
</table>
Table 2  Comparison of Boundary Layer Thicknesses

The boundary layer thickness for the non-magnetic case as given in Table 1 is compared at $r = 0.7$ with the momentum integral solution [8] for various values of modified Reynolds number and inlet velocity ratio

$$RmN = 0 \quad r = 0.7$$

<table>
<thead>
<tr>
<th>$\frac{\pi^2 \varepsilon^2}{Re}$</th>
<th>BLT. from present analysis</th>
<th>M. I. BLT for $\lambda = 5$</th>
<th>% error</th>
<th>M. I. BLT for $\lambda = 10$</th>
<th>% error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.00336</td>
<td>59.2</td>
<td>0.00245</td>
<td>70.2</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>0.01928</td>
<td>45.3</td>
<td>0.00775</td>
<td>59.3</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.0588</td>
<td>44.4</td>
<td>0.025</td>
<td>57.5</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.1928</td>
<td>42.4</td>
<td>0.0828</td>
<td>57.2</td>
<td></td>
</tr>
</tbody>
</table>

BLT = Boundary Layer thickness
M.I. = Momentum integral
Table 3  Boundary Layer Mass Flow and Inviscid Radial Velocity

The boundary layer mass flow is defined as the fraction of the total input radial mass flow which is carried within the boundary layers. If this fraction becomes greater than one, the inviscid radial velocity will become positive. In this case the vortex breaks down and the flow pattern becomes more complex. If this occurs, the analysis is not valid and the data is not reliable.

This table is computed for an inlet velocity ratio of ten.

<table>
<thead>
<tr>
<th>r = \frac{r^2 s^2}{Re}</th>
<th>RmN = 0, α = 0</th>
<th>RmN = 1, α = 0</th>
<th>RmN = 1, α = .74</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLMF</td>
<td>u_{inv}</td>
<td>BLMF</td>
</tr>
<tr>
<td>r = .9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.0001</td>
<td>.0143</td>
<td>-1.1062</td>
<td>.01388</td>
</tr>
<tr>
<td>.001</td>
<td>.0434</td>
<td>-1.0907</td>
<td>.0420</td>
</tr>
<tr>
<td>.01</td>
<td>.1287</td>
<td>-1.044</td>
<td>.1239</td>
</tr>
<tr>
<td>.1</td>
<td>.429</td>
<td>-0.854</td>
<td>.415</td>
</tr>
<tr>
<td>r = .7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.0001</td>
<td>.0555</td>
<td>-1.37</td>
<td>.0494</td>
</tr>
<tr>
<td>.001</td>
<td>.1607</td>
<td>-1.24</td>
<td>.149</td>
</tr>
<tr>
<td>.01</td>
<td>.5230</td>
<td>-0.774</td>
<td>.464</td>
</tr>
<tr>
<td>.1</td>
<td>1.54</td>
<td>+1.26</td>
<td>1.38</td>
</tr>
<tr>
<td>r = .2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.0001</td>
<td>.269</td>
<td>-3.76</td>
<td>.218</td>
</tr>
<tr>
<td>.001</td>
<td>.878</td>
<td>-0.64</td>
<td>.718</td>
</tr>
<tr>
<td>.01</td>
<td>2.85</td>
<td>+10.4</td>
<td>2.25</td>
</tr>
<tr>
<td>.1</td>
<td>7.35</td>
<td>+65.0</td>
<td>6.13</td>
</tr>
</tbody>
</table>

BLMF = Boundary layer mass flow

u_{inv} = inviscid radial velocity
Table 4  Heat Transfer at the End Plates

The heat transfer at the end plates, \( q \), is defined as positive for heat flowing from the fluid to the end plates. If the end plates are insulated, the heat transfer is zero.

\[
RmNeC(1 + \lambda^2a^2) = D
\]

<table>
<thead>
<tr>
<th>( \frac{\pi^2S^2}{RePr} )</th>
<th>( D = 0 )</th>
<th>( D = .1 )</th>
<th>( D = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{T_w}{T_R} )</td>
<td>.01</td>
<td>.1</td>
<td>.01</td>
</tr>
<tr>
<td>( r = .9 )</td>
<td>0</td>
<td>0</td>
<td>0.00519</td>
</tr>
<tr>
<td>.5</td>
<td>.245</td>
<td>.232</td>
<td>.250</td>
</tr>
<tr>
<td>.2</td>
<td>.391</td>
<td>.372</td>
<td>.396</td>
</tr>
<tr>
<td>( r = .7 )</td>
<td>0</td>
<td>0</td>
<td>0.0174</td>
</tr>
<tr>
<td>.5</td>
<td>.241</td>
<td>.221</td>
<td>.258</td>
</tr>
<tr>
<td>.2</td>
<td>.385</td>
<td>.354</td>
<td>.403</td>
</tr>
<tr>
<td>( r = .2 )</td>
<td>0</td>
<td>0</td>
<td>0.0787</td>
</tr>
<tr>
<td>.5</td>
<td>.238</td>
<td>.211</td>
<td>.316</td>
</tr>
<tr>
<td>.2</td>
<td>.380</td>
<td>.337</td>
<td>.459</td>
</tr>
</tbody>
</table>
\[ r = 0.7 \]
\[ \text{Re} = 0 \]
\[ \frac{\mu^2 S^2}{\text{Re}} = \theta \]

Figure 2
\[ r = 0.7 \]
\[ \frac{\pi^2 s^2}{Re} = 0.01 \]

\[ \text{Figure 3} \]
Figure 4
$r = .7$

$\frac{\pi^2s^2}{Re} = .01$

$RmN = 0$

1. $\lambda = 0$
2. $\lambda = 5$
3. $\lambda = 10$
4. $\lambda = 15$
5. $\lambda = 20$

Figure 5
Figure 6

1. \( RmN = 0 \)
2. \( RmN = 1, \alpha = 0 \)
3. \( RmN = 1, \alpha = 0.74 \)
4. \( RmN = 10, \alpha = 0 \)
5. \( RmN = 10, \alpha = 0.22 \)

\[ r = 0.7 \]
\[ \frac{\pi^2 s^2}{Re} = 0.01 \]
\[ \lambda = 10 \]
\[ z = 0.7 \]
\[ T_w \frac{T_c}{T_R} = 1 \]
\[ D = \text{Re} \text{MNE}(1 + \lambda^2 \alpha^2) \]

**Figure 7**
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\[ r = 0.7 \]
\[ \frac{T_W}{T_R} = 0.2 \]
\[ D = \text{RmNEc}(1 + \lambda^2 \alpha^2) \]
Error in approximating $f(x)$

% error

Figure 10