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ABSTRACT

Convergence of a method of centers algorithm for solving nonlinear programming problems whose feasible regions have nonempty strict interiors is considered. Conditions are given under which the algorithm generates sequences of feasible points and multiplier vectors which have accumulation points satisfying the Fritz John and the Kuhn-Tucker optimality conditions. Under stronger assumptions linear convergence rates are established for the sequences of objective function, constraint function, feasible point and multiplier values.

The feasible points generated by the algorithm may be exact or approximate solutions to unconstrained maximization subproblems and in the approximate case may be found by finite step procedures. Upper bounds are derived for the number of steps required to solve each subproblem when the method of steepest ascent is employed.
1. INTRODUCTION

Consider the nonlinear programming problem of maximizing \( f(x) \) subject to the constraints \( g_i(x) \geq 0 \) for \( i = 1, 2, \ldots, m \) where \( g_1, \ldots, g_m \) and \( f \) are real-valued functions defined on \( \mathbb{R}^n \) and \( x = (x_1, x_2, \ldots, x_n) \). Let

\[
S = \{x \mid g_1(x) \geq 0, i = 1, 2, \ldots, m\}.
\]

\( S \) is the set of feasible points and a point \( x^* \in S \) which maximizes \( f \) over \( S \) is an optimal solution and the corresponding number \( f^* = f(x^*) \) is the optimal value. Let

\[
\hat{S} = \{x \mid g_i(x) > 0, i = 1, 2, \ldots, m\}.
\]

\( \hat{S} \) is called the strict interior of \( S \) and only nonlinear programming problems with \( \hat{S} \) nonempty will be considered in the sequel.

The method of centers introduced by Huard [15] is in a class of methods which solve nonlinear programming problems with \( \hat{S} \) nonempty by solving a sequence of unconstrained problems. The basic idea of this approach is to consider the objective function as an additional constraint, \( f(x) \geq f(x^0) \) where \( x^0 \in \hat{S} \), and to define an auxiliary function called a distance function which depends on \( f, g_1, \ldots, g_m \) and \( x^0 \) and is maximized by a point called a center in \( \hat{S}^1 = \{x \mid f(x) > f(x^0), g_i(x) > 0, i = 1, 2, \ldots, m\} \). If this maximization problem is solved then an \( x^1 \in \hat{S}^1 \) is found such that \( f(x^1) > f(x^0) \). The above process is then repeated with \( x^1 \) replacing \( x^0 \). If this procedure is carried on then under certain additional assumptions an approximation to an optimal solution results. An important property of such a method is that each
point generated is a feasible solution and has a better objective value than the previous point.

Examples of distance functions given by Faure and Huard [6] and Huard [15] respectively are:

\[
D(x,a) = \begin{cases} 
(f(x) - a)^p \prod_{i=1}^{m} g_i(x) & \text{for } x \in \hat{S}(a) \\
0 & \text{otherwise}
\end{cases}
\]

(1.1) with \( p > 0 \)

and

\[
D(x,a) = \begin{cases} 
\min \left\{ \left( f(x) - a, g_1(x), \ldots, g_m(x) \right) \right\} & \text{for } x \in \hat{S}(a) \\
0 & \text{otherwise}
\end{cases}
\]

(1.2) where \( \hat{S}(a) = \{ x \mid f(x) > a, g_i(x) > 0, i = 1,2, \ldots, m \} \) and \( a \) is a parameter determined iteratively by a method of centers algorithm. Other examples of distance function which are slight modifications of the above or mixtures of such modifications are given by Tremolieres [34]. A method of centers algorithm consists of finding an \( x^k \) which approximately maximizes \( D(x,a^k) \) where \( a^k = f(x^{k-1}) \) for \( k = 1,2, \ldots \) starting from some \( x^0 \in \hat{S} \). For \( k = 1,2, \ldots \) an \( \epsilon_k \)-center is a point \( x^k \in \hat{S}(a^k) \) such that \( D(x^k,a^k) \geq D^k - \epsilon_k \) where \( D^k \) is the maximum value of \( D(x,a^k) \) over \( \hat{S}(a^k) \) and \( \{ \epsilon_k \} \), \( k = 1,2, \ldots \) is a sequence of nonnegative numbers converging to zero. For a class of general distance functions Bui-Trong-Lieu and Huard [1] have shown the convergence of \( f(x^k) \) to \( \star \) where \( \{ x^k \} \) is a sequence of \( \epsilon_k \)-centers essentially assuming that \( f \) is continuous and bounded on \( S \) and the closure of \( \hat{S} \) is \( S \). Tremolieres [34] has also established this result for a relaxed version of the algorithm where \( a^k = a^{k-1} + \rho [f(x^{k-1}) - a^{k-1}] \) with \( 0 < \rho \leq 1 \) and has given numerical results on several test problems.
The method of centers algorithm based on the minimum function given by (1.2) has been considered also by Kleibohm [18], Pironneau and Polak [28], Polak [29] and Zangwill [35]. This function suffers from a lack of differentiability even when the problem functions are differentiable and for this reason Huard [16] and Pironneau and Polak [28] developed modified algorithms with finite step subproblem procedures based upon this function. Huard's modified algorithm is closely related to a feasible directions algorithm proposed by Topkis and Veinott [33].

The following distance function is essentially the natural logarithm of the function given by (1.1) with $\beta = \frac{1}{p} > 0$.

$$
D(x,a) = \begin{cases} 
\ln(f(x) - a) + \beta \sum_{i=1}^{m} \ln g_i(x) & \text{for } x \in \hat{S}(a) \\
-\infty & \text{otherwise.}
\end{cases}
$$

(1.3)

It is similar in behavior to the following "parameter free penalty function" due to Fiacco and McCormick [10].

$$
D(x,a) = \begin{cases} 
\frac{1}{f(x) - a} - \sum_{i=1}^{m} \frac{1}{g_i(x)} & \text{for } x \in \hat{S}(a) \\
-\infty & \text{otherwise.}
\end{cases}
$$

(1.4)

For a class of general distance functions Fiacco and McCormick [11] have shown the existence of a sequence $\{x^k\}$ of local maxima for $D(x,a^k)$ over $\hat{S}(a^k)$ for $k = 1, 2, \ldots$ such that accumulation points of $\{x^k\}$ are local maxima for the nonlinear programming problem with objective value $v^*$ assuming the functions $g_1, \ldots, g_m$ and $f$ are continuous and there exists a nonempty isolated compact set of local maxima with local maximum value $v^*$ intersecting the closure of $\hat{S}$. Fiacco [7] has demonstrated
a direct relationship between the method of centers and the interior-point penalty function methods of Fiacco and McCormick [11] by showing there are corresponding classes of functions for these methods which give rise to equivalent procedures. The interior-point penalty function related to (1.3) is given by

\[
P(x, r) = \begin{cases} 
  f(x) + r \sum_{i=1}^{m} \ln g_i(x) & \text{for } x \in \bar{S} \\
  -\infty & \text{otherwise}
\end{cases}
\]

and the one related to (1.4) is given by

\[
P(x, r) = \begin{cases} 
  f(x) - r \sum_{i=1}^{m} \frac{1}{g_i(x)} & \text{for } x \in \bar{S} \\
  -\infty & \text{otherwise}
\end{cases}
\]

The associated algorithmic procedure consists of sequentially maximizing \( P(x, r_k) \) for a decreasing sequence of positive \( r_k \) which tends to zero. The function given by (1.5) was first proposed by Frisch [12,13] and later used by Parisot [27] for solving linear programming problems and by Lootsma [21,22] for nonlinear problems. The one given by (1.6) was first proposed by Carroll [2] and extensively developed by Fiacco and McCormick [8,9].

The logarithmic distance function \( d^k(x) = D(x, \alpha^k) \) with convergence rate parameter \( \delta \) given by (1.3) will be considered here along with the assumption that \( g_1, \ldots, g_m \) and \( f \) are continuously differentiable in order to obtain convergence rate results. The sequence of points \( \{x^k\}, k = 1,2, \ldots \) generated by the algorithm is defined by \( x^k \in \bar{S} = \bar{S}(x^k) \) satisfying \( \|d^k(x^k)\| \leq \epsilon \) for \( k = 1,2, \ldots \) where \( \epsilon > 0 \) is a subproblem
termination parameter. For the case when \( c > 0 \), if an algorithm used

to maximize \( d^k(x) \) over \( \tilde{S}^k \) has the property that any accumulation point
\( \tilde{x} \) satisfies \( \nabla d^k(\tilde{x}) = 0 \), then only a finite number of subproblem steps
will be required to find \( x^k \). This definition of an approximate center
does not depend on the usually unknown maximum value \( \tilde{d}^k \) used to define an
\( \ell_\infty \)-center.

In Section 2 the logarithmic method of centers algorithm is defined
and under differentiability assumptions it is shown that accumulation
points of the sequence of feasible points \( \{x^k\}, \) \( k = 1, 2, \ldots \) generated
by the algorithm satisfy the Fritz John [17] optimality conditions for
the nonlinear programming problem. With the addition of pseudo-concavity
[25] assumptions on the constraint functions it is shown that the algorithm
also generates a bounded multiplier sequence \( \{(u^1_1, u^2_2, \ldots, u^k_m)\}, \)
k = 1, 2, \ldots such that accumulation points of this sequence and the feasible
point sequence satisfy the Kuhn-Tucker [19] optimality conditions. For the
special case when \( c = 0 \), Tootsma [23] and Fiacco and McCormick [11] have
also established this type of result for general classes of differentiable
distance functions under concavity assumptions on all the functions. If
the objective function is also pseudo-concave then accumulation points of
the feasible point sequence are shown to be optimal solutions to the nonlinear
programming problem. The relation to Huard's original method of centers
algorithm for the case of concave objective and constraint functions is
demonstrated by showing that the approximate centers \( x^k \) defined here are
\( \ell_\infty \)-centers with respect to the distance function \( \exp(d^k(x)) \) which is a
member of the class of distance functions for which Huard [15] proved under
concavity assumptions on all the functions that accumulation points of an
\( \ell_\infty \)-center sequence are optimal solutions.
In Section 3 all functions are assumed to be concave and $p^*$ is defined to be the number of positive components in a Kuhn-Tucker multiplier vector which has the largest number of positive components among such vectors and $q^*$ is defined to be the number of positive constraint values for an optimal solution which has the largest number of positive constraint values among optimal solutions. It is shown that all the accumulation points of the feasible point sequence have the same $q^*$ positive constraints and all the accumulation points of the multiplier vector sequence have the same $p^*$ positive components. It is also shown in general that $f^* - f(x^k)$ is bounded above by a decreasing exponential function of $k$ and for the special case when $q^* = m$ which implies $p^* = 0$ there exists an upper bound which is a product of $k$ fractions where the $k$th fraction converges to zero as $k$ tends to infinity. For the case when $p^* > 0$ which implies $q^* < m$ it is shown that $f^* - f(x^k)$ and $\|x^* - x^k\|$ for any optimal point $x^*$ are bounded from below by decreasing exponential functions of $k$ which have the same rates. It is also demonstrated that $s_i(x^k)$ for any $i$ such that $u_i^* > 0$ for some Kuhn-Tucker multiplier vector $(u_1^*, u_2^*, \ldots, u_m^*)$ and that $u_j^*$ for any $j$ such that $u_j^*(x^*) > 0$ for some optimal point $x^*$ converge to zero with the same type of convergence bounds as $f^* - f(x^k)$. These results are established in part by finding an upper bound on $\left( \frac{f^* - f(x^k)}{f^* - f(x^{k-1})} \right)$ for all $k \geq 1$ which for the special case when $c = 0$ is equal to $\left( \frac{\beta_m}{1 + \beta_m} \right)$ and is the same as the bound found under stronger assumptions on the nonlinear programming problem by Fiac [5] for linear functions and by Tremolières [34] for general concave functions. Actually Tremolières' bound depends on the relaxation parameter $\rho \in (0, 1]$ and is smallest and equals the one obtained here when $\rho = 1$ which is the case of no relaxation. It is also shown here...
that the sequence \( \left\{ \frac{f^* - f(x^k)}{f^* - f(x^{k-1})} \right\} \) has all of its accumulation points in
the interval \( \left\{ \frac{\beta(p^*)}{1 + \beta p^*}, \frac{\beta(m - q^*)}{1 + \beta(m - q^*)} \right\} \). This asymptotic result is
independent of the value of the subproblem termination parameter \( \epsilon \) and
justifies calling \( \beta \) a convergence rate parameter. For the special case
when \( p^* + q^* = m \) it agrees with the result stated by Faure and Huard [6]
and proved for \( \epsilon = 0 \) under assumptions which imply the problem has a
unique nondegenerate optimal point and Kuhn-Tucker multiplier vector pair
for concave problem functions. Under this uniqueness assumption with exact
centers Lootsma found the limit of \( \left( \frac{f^* - f(x^k)}{f^* - f(x^{k-1})} \right) \) for a general class of
differentiable distance functions and showed that the logarithmic distance
function is the only member of this class for which the limit is independent
of the value of the Kuhn-Tucker multiplier vector. For the nondifferentiable
minimum function defined by (1.2) assuming a unique optimal point and exact
centers Pironneau and Polak [28] demonstrated that \( \frac{f^* - f(x^k)}{f^* - f(x^{k-1})} \) converges
to a fraction with a value depending on the set of Kuhn-Tucker multiplier vectors.

In Section 4 the Lagrangian function \( f(x) + \sum_{i=1}^{m} u^*_i g_i(x) \) for some
Kuhn-Tucker multiplier vector \( (u^*_1, u^*_2, \ldots, u^*_m) \) is assumed to be strongly
concave [20] in a neighborhood of an optimal solution \( x^* \). It is shown that
\( ||x^* - x^k|| \) and \( |g_i(x^k) - g_i(x^*)| \) for \( i = 1, 2, \ldots, m \) are bounded above
by decreasing exponential functions of \( k \) having rates which are one half
the rate for the exponential function which bounds \( f^* - f(x^k) \) from above.
This result represents a typical way of obtaining a rate for \( x^k \rightarrow x^* \) given a rate for \( f(x^k) \rightarrow f^* \). For example Pironneau and Polak [28] established this type of result for their modified method of centers algorithm based upon the minimum function defined by (1.2) under the slightly stronger assumptions of twice continuously differentiable problem functions and \( f \) having a negative definite matrix of second partial derivatives in a ball about an optimal point. If in addition to the strongly concave Lagrangian, it is assumed that the first partial derivatives of the objective and constraint functions satisfy Lipschitz conditions, the gradient vectors of the constraint functions which are active at \( x^* \) are linearly independent and \( u^*_i \geq 0 \) for all constraints \( i \) which are active at \( x^* \) then it is shown here that the above rates may be improved by a factor of two and that \( |u^*_i - u^*| \) for \( i = 1, 2, \ldots, m \) is also bounded above by a decreasing exponential function of \( k \) which has the same rate as the one bounding \( f^* - f(x^k) \) from above.

The convergence of the method of steepest ascent [3,4,14,29,33,35] on the subproblems for the case when the subproblem termination parameter \( \epsilon \) is positive is considered in Section 5. The number of steepest ascent steps required to find an approximate center \( x^k \) starting from \( x^{k-1} \) for each \( k \geq 1 \) is shown to be bounded above by an increasing function of \( k \). Combined with the results of Section 3 this leads to an upper bounding function of \( t \) for the total number of steepest ascent steps required to find a feasible point \( x^k \) starting from \( x^0 \) such that \( f^* - f(x^k) \leq t \), where \( t \) is a termination parameter for the algorithm.
2. DEFINITION AND GENERAL CONVERGENCE PROPERTIES OF THE ALGORITHM

In order to define the algorithm and establish its convergence properties certain assumptions will be required. The following two conditions will be assumed to hold throughout:

There exists an $x^0 \in \hat{S} = \{x \mid g_i(x) > 0, i = 1,2, \ldots, m\}$ such that $S^1 = \{x \mid f(x) \geq f^0, g_i(x) > 0, i = 1,2, \ldots, m\}$ is bounded where $f^0 = f(x^0)$.

(2.1)

$f$ and $g_i$ for $i = 1,2, \ldots, m$ are continuously differentiable on $S^1$.

(2.2)

If $S = \{x \mid g_i(x) > 0, i = 1,2, \ldots, m\}$ is a closed convex set, $f$ is a concave and upper semi-continuous function on $S$ and the set of optimal points that maximize $f$ over $S$ is bounded then Topkis [37] has shown that $S^1$ is bounded. Similar results which imply Assumption (2.1) for $\hat{S}$ non-empty are contained in Rockafellar [30] and Fiacco and McCormick [11].

Assumption (2.1) implies that if $x^*$ is an optimal solution to the nonlinear programming problem and $f^* = f(x^*)$ is the optimal value then $x^* \in S^1$ and $f^* \geq f^0$.

Define the norm of $y \in E^p$ by

$$||y|| = (y_1^2 + y_2^2 + \ldots + y_p^2)^{1/2}$$

and define the gradient vector of partial derivatives of a differentiable function $d$ defined on a subset of $E^p$ by

$$\nabla d(y) = \left( \frac{\partial d(y)}{\partial y_1}, \frac{\partial d(y)}{\partial y_2}, \ldots, \frac{\partial d(y)}{\partial y_p} \right).$$
Algorithm:

Choose numbers \( c \geq 0 \) and \( \beta > 0 \). Given \( x^{k-1} \in \hat{S} \) for any integer \( k \geq 1 \) terminate the algorithm with \( x^{k-1} \) if \( \psi f(x^{k-1}) = 0 \). Otherwise define

\[ f^{k-1} = f(x^{k-1}) \]

\[ \hat{S}^k = \{ x \mid f(x) > f^{k-1}, g_i(x) > 0, i = 1, 2, \ldots, m \} \]

and

\[ d^k(x) = \ln (f(x) - f^{k-1}) + \beta \sum_{i=1}^{m} \ln g_i(x) \quad \text{for} \quad x \in \hat{S}^k \]

and find \( x^k \in \hat{S}^k \) such that

\[ ||d^k(x^k)|| \leq \epsilon \]

where by Assumption (2.2)

\[ \psi d^k(x) = \frac{\psi f(x)}{f(x) - f^{k-1}} + \beta \sum_{i=1}^{m} \frac{\psi E_i(x)}{g_i(x)} \quad \text{for} \quad x \in \hat{S}^k. \]

It should be noted that a starting point \( x^0 \) exists by Assumption (2.1) and if \( x^k \) exists for some \( k \geq 1 \) then \( f^k > f^{k-1} \) and \( \hat{S}^{k+1} \subset \hat{S}^k \subset S^1 \) by Definitions (2.4) and (2.3). The finding of \( x^k \) is to be accomplished by a subroutine which maximizes \( d^k(x) \) over \( \hat{S}^k \). Due to the behavior of \( d^k(x) \) at the boundary of \( \hat{S}^k \) this subproblem optimization is essentially unconstrained.

The following two lemmas justify the statement of the algorithm. The first lemma shows that if the algorithm does not terminate at \( x^{k-1} \) then the next set \( \hat{S}^k \) is nonempty.
Lemma 2.1:

If $x^{k-1} \in \tilde{S}$ exists for some $k \geq 1$ and $\nabla f(x^{k-1}) \neq 0$ then $\tilde{S}^k$ is nonempty.

Proof:

Since $x^{k-1} \in \tilde{S}$,

$$g_i(x^{k-1}) > 0 \quad \text{for } i = 1, 2, \ldots, m.$$  \(k-1\)

Let $x(\lambda) = x^{k-1} + \lambda \nabla f(x^{k-1})$ where $\lambda$ is a real number. Since $g_i$ for $i = 1, 2, \ldots, m$ is continuous on $S_1$, there exists a $\bar{\lambda} > 0$ such that for $i = 1, 2, \ldots, m$

$$g_i(x(\lambda)) > 0 \quad \text{for } 0 < \lambda < \bar{\lambda}.$$  \(k-1\)

Since $\nabla f(x^{k-1}) \neq 0$ there exists $\tilde{\lambda} \in (0, \bar{\lambda})$ such that

$$f(x(\lambda)) > f(x^{k-1}) \quad \text{for } 0 < \lambda < \tilde{\lambda}.$$  \(k-1\)

Therefore, $\tilde{S}^k$ is nonempty. ||

If $\nabla f(x^{k-1}) \neq 0$, then Lemma 2.1 shows that $\nabla f(x^{k-1})$ is a feasible direction from $x^{k-1}$ in which to start subproblem $k$ maximization even though $\nabla d^k$ is undefined at $x^{k-1}$. In fact, $\nabla f(x^{k-1})$ multiplied by any positive definite matrix will suffice. The next lemma which is a slight modification of an existence result given by Flacco and McCormick [10] shows that if $\tilde{S}^k$ is nonempty then there exists a point maximizing $d^k(x)$ over $\tilde{S}^k$.

Lemma 2.2:

If $\tilde{S}^k$ is nonempty for some $k \geq 1$, then there exists an $\tilde{x} \in \tilde{S}^k$ such that $d^k(\tilde{x})$ over $\tilde{S}^k$ and thus $\nabla d^k(\tilde{x}) = 0$. 

\[ \tilde{x} \]
Proof:

Let \( S^k = \{ x \mid f(x) \geq f^{k-1}, g_1(x) \geq 0, \ldots, g_m(x) \geq 0 \} \). \( S^k \) is bounded by Assumption (2.1) since \( f^{k-1} \geq f^0 \) implies \( S^k \subseteq S^1 \) and \( S^k \) is nonempty by hypothesis since \( S^k \subseteq S^k \). \( S^k \) is closed since \( f \) and \( g_i \) for \( i = 1,2, \ldots, m \) are continuous on \( S^1 \supseteq S^k \) by Assumption (2.2). Let

\[
D^k(x) = \left( f(x) - f^{k-1} \right) \prod_{i=1}^{m} g_i(x)^{2^i}
\]

and let \( \bar{x} \) maximize the continuous function \( D^k(x) \) over the nonempty compact set \( S^k \). Since \( D^k(x) > 0 \) for \( x \in S^k \) and \( D^k(x) = 0 \) for \( x \in S^k - S^k \), \( \bar{x} \in S^k \). Since \( d^k(x) = \ln D^k(x) \) and \( \bar{x} \) maximizes \( d^k(x) \) over \( S^k \), \( \bar{x} \) must maximize \( d^k(x) \) over \( S^k \). The continuity of \( f \) and \( g_i \) for \( i = 1,2, \ldots, m \) implies that \( S^k \) is an open set and Assumption (2.2) implies \( d^k(x) \) is differentiable on \( S^k \).

Therefore \( \nabla d^k(\bar{x}) = 0 \).

If \( \epsilon > 0 \) and subproblem \( k \) is solved by an unconstrained maximization algorithm which has the property that any accumulation point \( \bar{x} \) generated by it satisfies \( \nabla d^k(\bar{x}) = 0 \), then a point \( x^k \) such that \( \| \nabla d^k(x^k) \| < \epsilon \) will be found in a finite number of subproblem steps since \( d^k \) is continuously differentiable on \( S^k \). For general discussions of unconstrained maximization algorithms which have the above property see Fiacco and McCormick [11], Polak [29], Topkis and Veinott [33] and Zangwill [35].

The next result which is a general property of method of centers algorithms when \( S^1 \) is compact and \( f \) is continuous on \( S^1 \) has been essentially demonstrated by Huard [15].

**Lemma 2.3:**

Assume the algorithm does not terminate in a finite number of iterations.

Then

\[
f^k - f^{k-1} > 0 \quad \text{for } k = 1,2, \ldots
\]
and

\[ \lim_{k \to \infty} (f^k - f^{k-1}) = 0. \]

**Proof:**

Since \( S^k, f^k > f^{k-1} \) by (2.4) and (2.3). The monotone increasing sequence \( \{f^k\}, k = 1, 2, \ldots \) is bounded above since \( f \) is continuous on \( S^1 \) by Assumption (2.2) and \( S^1 \) is closed and bounded by Assumptions (2.1) and (2.2). Then (2.9) follows since there exists an \( \bar{f} \) such that

\[ \lim_{k \to \infty} f^k = \bar{f}. \]

The following theorem shows that accumulation points of the sequence \( \{x^k\}, k = 1, 2, \ldots \) generated by this method of centers algorithm satisfy the Fritz John [17] optimality conditions for the nonlinear programming problem.

**Theorem 2.4:**

Either the algorithm terminates in a finite number of iterations with a point \( x^k \in S \) such that \( \nabla f(x^k) = 0 \) or the sequence \( \{x^k\}, k = 1, 2, \ldots \) has at least one accumulation point and for each accumulation point \( \bar{x} \) there exist multipliers \( \bar{v}_i \geq 0 \) for \( i = 0, 1, \ldots, m \) not all zero such that

\[ \bar{v}_0 \nabla f(\bar{x}) + \sum_{i=1}^{m} \bar{v}_i \nabla g_i(\bar{x}) = 0, \]

\[ \bar{v}_i g_i(\bar{x}) = 0 \quad \text{for } i = 1, 2, \ldots, m. \]
and

(2.12) \( g_1(\bar{x}) > 0 \) for \( i = 1,2, \ldots, m \).

\textbf{Proof:}

Either the algorithm terminates in a finite number of iterations with a point \( \bar{x}^k \in S^k \subseteq S^1 \) such that \( \nabla f(\bar{x}^k) = 0 \) or by Lemmas 2.1 and 2.2 applied inductively the algorithm generates a sequence \( \{\bar{x}^k\} \), \( k = 1,2, \ldots \) such that

(2.13) \( \bar{x}^k \in S^k \subseteq S^1 \),

(2.14) \( g_1(\bar{x}^k) > 0 \) for \( i = 1,2, \ldots, m \),

and

(2.15) \( ||\nabla^k(\bar{x}^k)|| \leq \epsilon \).

By assumptions (2.1) and (2.2) \( S^1 \) is closed and bounded and therefore by (2.13) \( \{\bar{x}^k\} \), \( k = 1,2, \ldots \) has an accumulation point \( \bar{x} \in S^1 \). Let \( K_1 \) be an infinite subset of \( \{1,2, \ldots\} \) such that \( \lim_{k \in K_1} \bar{x}^k = \bar{x} \). Then by Assumption (2.2)

(2.16) \( \lim_{k \in K_1} \nabla f(\bar{x}^k) = \nabla f(\bar{x}) \),

(2.17) \( \lim_{k \in K_1} \nabla g_1(\bar{x}^k) = \nabla g_1(\bar{x}) \) for \( i = 1,2, \ldots, m \),

\( \lim_{k \in K_1} g_1(\bar{x}^k) = g_1(\bar{x}) \) for \( i = 1,2, \ldots, m \).
and by (2.14)

\[ g_i(x) > 0 \quad \text{for } i = 1, 2, \ldots, m \]

which establishes (2.12). Let

(2.18) \[ g_0^k = \beta(t^k - t^{k-1}) \]

(2.19) \[ g_i^k = g_i(x^k) \quad \text{for } i = 1, 2, \ldots, m \]

and

(2.20) \[ h^k = \min \left\{ \frac{k}{g_0^k}, \frac{k}{g_1^k}, \ldots, \frac{k}{g_m^k} \right\} \quad \text{for } k = 1, 2, \ldots \]

Then by (2.8), (2.14), (2.18) and (2.19)

(2.21) \[ h^k > 0 \quad \text{for } k = 1, 2, \ldots \]

and by Lemma 2.3

(2.22) \[ \lim_{k \to \infty} h^k = 0. \]

Multiplying \( v_d^k(x^k) \) by \( h^k \) and using (2.7) yields

(2.23) \[ h^k v_d^k(x^k) = \left( \frac{h^k}{t^k - t^{k-1}} \right) v_d(x^k) + \sum_{i=1}^{m} \left( \frac{\beta h^k}{g_i^k} \right) v_i^k(x^k) \quad \text{for } k = 1, 2, \ldots \]

Let

(2.24) \[ v_i^k = \frac{\beta h^k}{g_i^k} \quad \text{for } i = 0, 1, 2, \ldots, m \quad \text{and} \quad k = 1, 2, \ldots \]
Then by (2.20) and (2.21)

\[(2.25)\quad 0 < v_1^k \leq \beta \quad \text{for } i = 0, 1, 2, \ldots, m \quad \text{and} \quad k = 1, 2, \ldots.\]

By (2.23), (2.24) and (2.18)

\[(2.26)\quad h^k v_d^k(x^k) = v_0^k v_f(x^k) + \sum_{i=1}^{m} v_1^k v_{g_1}(x^k) \quad \text{for } k = 1, 2, \ldots.\]

Choose an infinite subset \(K_2 \subseteq K_1\) such that

\[(2.27)\quad \lim_{k \in K_2} v_1^k = \bar{v}_1 \quad \text{for } i = 0, 1, \ldots, m\]

which is possible by (2.25). Then choose \(K_3 \subseteq K_2\) such that for some \(j \in \{0, 1, \ldots, m\}\)

\[(2.28)\quad h^k = g_j^k \quad \text{for all } k \in K_3.\]

This is possible since there are a finite number of indices \(1\) and at least one must identify the minimal \(g_1^k\) infinitely often. By (2.24) and (2.28), \(v_j^k = \beta\) for all \(k \in K_3\) and, therefore,

\[(2.29)\quad \bar{v}_j = \beta.\]

By (2.16), (2.17) and (2.27)

\[(2.30)\quad \lim_{k \in K_2} \left[ v_0^k v_f(x^k) + \sum_{i=1}^{m} v_1^k v_{g_1}(x^k) \right] = \bar{v}_0 v_f(\bar{x}) + \sum_{i=1}^{m} \bar{v}_1 v_{g_1}(\bar{x}).\]

By (2.15) and (2.22)
Therefore by (2.26), (2.30) and (7.11)

\[ \bar{v}_0 f(\bar{x}) + \frac{1}{n^{1/2}} \sum_{i=1}^{n} \frac{a_i g_i(\bar{x})}{a_i} = 0 \]

which establishes (7.10).

(2.11) By (7.12) \( \bar{v}_1 = 0 \) for \( i = 0, 1, \ldots, n \) and the multipliers \( \bar{v}_i \) all zero by (7.29) which completes the proof.

Under stronger assumptions on the constraint functions the algorithm generates a bounded multiplier sequence \( \left\{ (u^1, u^2, \ldots, u^k) \right\} \), \( k = 1, 2, \ldots \)
for which the combined sequence \( \left\{ (x^1, u^1_1, u^2_1, \ldots, u^k_1) \right\} \), \( k = 1, 2, \ldots \), has accumulation points satisfying the Kuhn-Tucker [19] optimality conditions for the nonlinear programming problem.

**Definition:**

A real-valued function \( g \) is **pseudo-concave** [25] on a convex set \( T \subset \mathbb{R}^n \) if \( g \) is differentiable on \( T \) and \( \nabla g(y) \cdot (x - y) \leq 0 \) for \( x, y \in T \) implies \( g(x) \leq g(y) \). It can be shown that a differentiable concave function is pseudo-concave and that pseudo-concave functions have the property that local minima are global minima.

Combining the results of Theorem 2.4 with pseudo-concavity assumptions on the constraint functions and defining

\[ u^k = \frac{f(x^k) - f(x^{k-1})}{g(x^k)} \]

for \( k = 1, 2, \ldots \), yields the following theorem.
Theorem 2.5.

Assume that \( g_i \) for \( i = 1,2, \ldots, m \) are pseudo-concave on a convex set containing \( S^1 \) and that the algorithm does not terminate in a finite number of iterations. Then there exists a positive number \( b \) such that

\[
0 < \frac{u_k^i - u_{k-1}^i}{g_i(x^k)} \leq b \quad \text{for } i = 1,2, \ldots, m \text{ and } k = 1,2, \ldots.
\]

Furthermore, the combined sequence \( \{u_k, u_{k-1}, \ldots, u_1^i\} \), \( k = 1,2, \ldots \) has at least one accumulation point and each accumulation point \( (x^*, u_1^*, u_2^*, \ldots, u_m^*) \)
satisfies the following conditions.

\[
(2.33) \quad \nabla f(x^*) + \sum_{i=1}^{m} \bar{u}_i^i g_i(x^*) = 0.
\]

\[
(2.34) \quad \bar{u}_i^i g_i(x^*) = 0 \quad \text{for } i = 1,2, \ldots, m,
\]

\[
(2.35) \quad \bar{u}_i^i > 0 \quad \text{for } i = 1,2, \ldots, m
\]

and

\[
(2.36) \quad g_i(x^*) > 0 \quad \text{for } i = 1,2, \ldots, m.
\]

Proof:

Let \( v_k^i \) for \( i = 0,1, \ldots, m \) and \( k = 1,2, \ldots \) be as in the proof of Theorem 2.4. If \( \liminf_{k \to \infty} v_k^i = 0 \) then there exists an infinite subset

\[
K_0 \subseteq \{1,2, \ldots\} \text{ with } \lim_{k \in K_0} \bar{v}_i = \bar{v}_i \quad \text{for } i = 0,1, \ldots, m \text{ such that } \bar{v}_0 = 0.
\]

Choose \( k_1 \subseteq k_0 \) with \( \lim_{k \in K_1} x^k = \bar{x} \). Then (2.10) reduces to
Let \( y \in S \) which is nonempty by Assumption (2.1). Then \( g_i(y) > 0 \) for \( i = 1, 2, \ldots, m \). If \( \bar{v}_i > 0 \) then \( g_i(x) = 0 \) by (2.11). Therefore

\[
g_i(y) > g_i(x) \quad \text{for all } i \text{ such that } \bar{v}_i > 0.
\]

Since \( y, x \in S \) and \( g_i \) for \( i = 1, 2, \ldots, m \) are pseudo-concave on a convex set containing \( S \),

\[
(2.38) \quad \sum_{i=1}^{m} v_i g_i(x) - (y - x) > 0 \quad \text{for all } i \text{ such that } \bar{v}_i > 0.
\]

Since \( \bar{v}_o = 0 \) and not all the \( \bar{v}_i \) are zero in Theorem 2.4, it must be true that \( \bar{v}_i > 0 \) for some \( i \geq 1 \). Therefore by (2.38)

\[
\sum_{i=1}^{m} v_i g_i(x) - (y - x) > 0
\]

which contradicts (2.37). Therefore \( \liminf_{k \to \infty} v^k_o > 0 \), and since \( v^k_o > 0 \) for \( k = 1, 2, \ldots \) there exists a positive number \( a \) such that \( v^k_o > a \) for \( k = 1, 2, \ldots \). By the definition in (2.32) and (2.24)

\[
(2.39) \quad v^k_i = \frac{\beta f^{k-1} - f^{k-1}}{g^k_i} = \frac{v^k_i}{v^k_o} \quad \text{for } i = 1, 2, \ldots, m \text{ and } k = 1, 2, \ldots.
\]

Therefore by (2.25)

\[
0 < u^k_i = \frac{8}{a} \quad \text{for } i = 1, 2, \ldots, m \text{ and } k = 1, 2, \ldots.
\]

Letting \( b = \frac{8}{a} \) establishes the upper bound of (2.32). Now let
which is possible by Theorem 2.4 and relation (2.32). Choose $K_2 \subseteq K_1$ such that \( \lim_{k \to K_2} v^k = v \) for \( i = 0, 1, \ldots, m \). Then \( \bar{x} \) and \( \bar{v}_1 > 0 \) for \( \bar{v}_1 = \lim_{k \to K_2} v^k \) for \( \bar{v}_1 = \lim_{k \to K_2} v^k \) for \( i = 0, 1, \ldots, m \) and therefore \( (\bar{x}, \bar{v}_1, \bar{v}_2, \ldots, \bar{v}_m) \) satisfy (2.33) to (2.36).

The assumptions that the feasible set has a nonempty strict interior and the constraint functions are pseudo-concave constitute Slater's weak constraint qualification [26] for the nonlinear programming problem. For the case when \( c = 0 \) the results of Theorem 2.5 have been obtained by Lootsma [23] and Fiacco and McCormick [11] under concavity assumptions on the functions \( f \) and \( g \) for \( i = 1, 2, \ldots, m \).

For reference in the sequel a vector \( \bar{u} = (\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_m) \in \mathbb{E}^m \) which satisfies relations (2.33), (2.34) and (2.35) for some \( \bar{x} \in S \) will be called a Kuhn-Tucker multiplier vector.

In order to show that accumulation points of \( \{x^k\}, k = 1, 2, \ldots \) are optimal solutions to the nonlinear programming problem an additional assumption on the objective function \( f \) will be required.

**Theorem 2.6:**

Assume that \( f \) and \( g \) for \( i = 1, 2, \ldots, m \) are pseudo-concave on a convex set containing \( S^1 \). Either the algorithm terminates in a finite number of iterations with an optimal solution to the nonlinear programming problem or every accumulation point \( \bar{x} \) of the sequence \( \{x^k\}, k = 1, 2, \ldots \) is an optimal solution.
Proof.

Under the above assumptions the Kuhn-Tucker conditions, (2.33) through (2.36) of Theorem 2.5, are sufficient to imply optimality by Theorem 10.1.1 of Mangasarian [26].

The above result was first established by Huard [15] under concavity assumptions on the objective and constraint functions. For the distance function \( D^k(x) = \exp(d^k(x)) \) Huard's algorithm is to find \( \epsilon_k \)-centers \( y^k \) such that \( D^k(y^k) \geq D^k(x^k) - \epsilon_k \) for \( k = 1, 2, \ldots \) where \( x^k \) maximizes \( D^k(x) \) over \( S^k \) and \( \{\epsilon_k\} \) is a sequence of nonnegative numbers converging to zero. The following analysis will show that the sequence \( \{x^k\} \), \( k = 1, 2, \ldots \) generated by the algorithm discussed here is a sequence of \( \epsilon_k \)-centers if \( f \) and \( g_i \) for \( i = 1, 2, \ldots, m \) are concave functions on a convex set containing \( S^1 \). By the mean value theorem for all \( k \geq 1 \)

\[
(2.40) \quad D^k(x^k) - D^k(x^k) = \nabla D^k(\xi^k) \cdot (\tilde{x}^k - x^k)
\]

where

\[
(2.41) \quad \xi^k = x^k + \lambda^k(\tilde{x}^k - x^k) \quad \text{and} \quad 0 < \lambda^k < 1.
\]

From the concavity assumptions it is easy to see that \( d^k(x) \) is a concave function on the convex set \( S^k \). Then

\[
(\nabla d^k(\xi^k) - \nabla d^k(x^k)) \cdot (\xi^k - x^k) \leq 0
\]

which implies since \( \lambda^k > 0 \)

\[
\left(\frac{1}{\lambda^k}\right) \nabla d^k(\xi^k) \cdot (\xi^k - x^k) \leq \left(\frac{1}{\lambda^k}\right) \nabla d^k(x^k) \cdot (\xi^k - x^k)
\]

or by (2.41)
By (2.40), the definition of $D^k(x)$ and (2.42)

$$D^k(x^k) - D^k(x_k) = D^k(\xi^k) \cdot (x^k - x_k) \leq D^k(\xi^k) \cdot d^k(x^k) \cdot (x^k - x_k)$$

which implies by the definition of $x^k$ and the Cauchy-Schwarz inequality

$$D^k(x^k) - D^k(x_k) \leq D^k(\xi^k) |Vd^k(\xi^k)| \|x^k - x_k\|.$$ 

Then since $|Vd^k(\xi^k)| \leq c$

$$D^k(x^k) - D^k(x_k) \leq D^k(\xi^k) \gamma$$

where $\gamma = \sup_{x, y \in S^k} \|y - y\|$. Defining $c_k = D^k(\xi^k) \gamma$ for all $k \geq 1$ yields

$$D^k(x^k) \geq D^k(x_k) - c_k$$

and

$$\lim_{k \to \infty} c_k = 0$$

since $D^k(x^k) = (f(x^k) - f^{k-1}) \sum_{i=1}^m g_i(\xi^k)^{\beta_i} g_i(x^k)$, $g_i$ for $i = 1, 2, \ldots, m$ is continuous on the compact set $S^1$, $f^{k-1} < f(x^k) \leq f^*$ and $\lim_{k \to \infty} f^{k-1} = f^*$ by Theorem 2.6. Thus, $x^k$ is an $c_k$-center for each $k \geq 1$, but here the definition of an approximate center $x^k$ does not depend on the unknown maximum value $D^k(x^k)$.

These concavity assumptions will be used in the next section to derive convergence rate results.
3. CONVERGENCE RATE RESULTS REQUIRING CONVEXITY

For purposes of establishing convergence rate results the following condition in addition to Assumptions (2.1) and (2.2) will be assumed to hold.

\[ f \text{ and } f_i \text{ for } i = 1, 2, \ldots, m \text{ are concave functions on a convex set containing } S. \]

It should be noted that this assumption implies that \( S \) is a convex set and together with (2.2) implies that \( f \) and \( g_i \) for \( i = 1, 2, \ldots, m \) are pseudo-concave functions on \( S \).

It will also be assumed throughout the sequel that the algorithm does not terminate in a finite number of iterations so that a feasible point sequence \( \{x^k\} \), \( k = 1, 2, \ldots \) and a multiplier sequence \( \{(u^1_k, u^2_k, \ldots, u^r_k)\} \), \( k = 1, 2, \ldots \) as defined in Section 2 are generated. The stronger assumption that \( \nabla f(x) \neq 0 \) for all \( x \in S \) will be explicitly stated where needed for additional results.

The following lemma is a direct consequence of the concavity and differentiability of the problem functions.

**Lemma 3.1:**

For \( k = 1, 2, \ldots \)

\[
f(x) - f^k \leq (f^k - f^{k-1}) \left[ t^m - \sum_{i=1}^{m} \frac{g_i(x)}{g_i(x^k)} + \epsilon ||x - x^k|| \right] \quad \text{for all } x \in S.
\]

**Proof:**

By the concavity and differentiability of \( f \) and \( g_i \) for \( i = 1, 2, \ldots, m \) on \( S \)

\[
f(x) \leq f(x^k) + \nabla f(x^k) \cdot (x - x^k)
\]
and

\[ g_i(x) \leq g_1(x^k) + \nabla g_1(x^k) \cdot (x - x^k) \quad \text{for } i = 1, 2, \ldots, m \]

for all \( x \in S^1 \) since \( x^k \in S^1 \) for \( k \geq 1 \). Multiplying the \( i \)th inequality of (3.3) by \( \left( \frac{\beta(f_k - f_{k-1})}{g_1(x^k)} \right) > 0 \) and adding the resultant inequalities to (3.2) yields

\[
\begin{align*}
\frac{f(x) + \sum_{i=1}^{m} \left( \frac{\beta(f_k - f_{k-1})}{g_1(x^k)} \right) g_i(x^k)}{g_1(x^k)} & \leq f(x) + \beta(f_k - f_{k-1})m + \\
+ \left( \nabla f(x^k) + \sum_{i=1}^{m} \left( \frac{\beta(f_k - f_{k-1})}{g_1(x^k)} \right) g_i(x^k) \right) \cdot (x - x^k) & \quad \text{for all } x \in S^1
\end{align*}
\]

which is equivalent to

\[
\begin{align*}
f(x) - f_k & \leq \beta(f_k - f_{k-1})m - \beta(f_k - f_{k-1}) \sum_{i=1}^{m} \frac{g_i(x^k)}{g_1(x^k)} + \\
& \quad + (f_k - f_{k-1}) \nabla d^k(x^k) \cdot (x - x^k) & \text{for all } x \in S^1
\end{align*}
\]

since

\[
\nabla d^k(x^k) = \frac{\nabla f(x^k)}{(f_k - f_{k-1})} + \beta \sum_{i=1}^{m} \frac{\nabla g_i(x^k)}{g_1(x^k)}.
\]

The result then follows since

\[
\nabla d^k(x^k) \cdot (x - x^k) \leq \| \nabla d^k(x^k) \| \| x - x^k \| \leq c \| x - x^k \|
\]

by the Cauchy-Schwartz inequality and the definition of \( x^k \) for \( k = 1, 2, \ldots \).
A well-known [19] consequence of the concavity of the problem functions is the following:

\[ f^* - f(x) \geq \sum_{i=1}^{m} u_i^* g_i(x) \quad \text{for all } x \in S \]

where \( u^* = (u_1^*, \ldots, u_m^*) \) is any Kuhn-Tucker multiplier vector associated with an optimal solution to the nonlinear programming problem and \( f^* \) is the optimal objective value.

By combining Lemma 3.1 with the above result bounds on \( f^* - f^k \) can be obtained. The following lemma is the key lemma from which most of the results of this section are derived. It will require some preliminary definitions which will be used throughout the sequel. Let \( X^* \) be the set of optimal solutions to the nonlinear programming problem and \( U^* \) be the set of Kuhn-Tucker multiplier vectors associated with optimal solutions. Let

\[ \gamma = \sup_{x,y \in S} ||x - y|| \]

which is a finite number since \( S \) is assumed to be bounded.

Lemma 3.2:

Let \( x^* \in X^* \) and \( u^* \in U^* \). Then

\[
0 \leq \sum_{i=1}^{m} \frac{u_i^*}{u_i} \leq \frac{(f^* - f^k)}{\beta (f^k - f^{k-1})} \leq \sum_{i=1}^{m} \frac{g_i(x^*)}{g_i(x^k)} + \frac{\epsilon}{\beta} |x^* - x^k| \leq m + \left( \frac{\epsilon}{\beta} \right) \gamma \quad \text{for } k = 1, 2, \ldots.
\]
Proof:

Any optimal solution $x^*$ is in $S^1$ and, therefore, by the result of Lemma 3.1 with $x = x^*$

$$\left( f(x^*) - f^k \right) \leq m - \sum_{i=1}^{m} \frac{g_i(x^*)}{g_i(x^*)} + \left( \frac{\varepsilon}{\delta} \right) \| x^* - x^k \|.$$

Furthermore, since $x^k \in S^1$ for $k = 1, 2, ...$

$$- \sum_{i=1}^{m} \frac{g_i(x^k)}{g_i(x^k)} + \left( \frac{\varepsilon}{\delta} \right) \| x^k - x^k \| \leq \left( \frac{\varepsilon}{\delta} \right)$$

by the definitions of $S^1$ and $\gamma$. Thus, the last two of the desired inequalities are established. From (3.4) with $x = x^k$ for $k = 1, 2, ...$

$$f(x^k) - f^k \leq \delta(f^k - f^{k-1}) \sum_{i=1}^{m} \frac{u_i^k}{g_i^k(x^k)}$$

since

$$u_i^k = \frac{\delta(f^k - f^{k-1})}{g_i^k(x^k)} > 0 \quad \text{for } i = 1, 2, ..., m.$$

These last two relations establish the first two desired inequalities. ||

This lemma shows that the convergence of $f^k - f^k$ to zero is at least as fast as $f^k - f^{k-1}$ which converges to zero by Lemma 2.3.

The next lemma which gives a basic convergence result also requires some preliminary definitions. Let $q(x)$ be the number of indices $i \in \{1, 2, ..., m\}$ such that $g_i(x) > 0$ for $x \in S$ and $p(u)$ be the
number of indices $i \in \{1, 2, \ldots, m\}$ such that $u_i > 0$ for $u = (u_1, u_2, \ldots, u_m) > 0$. Define

$$q^* = \max_{x \in X^*} q(x)$$

and

$$p^* = \max_{u \in U^*} p(u).$$

It should be noted that if $u^* \in U^*$ and $x^* \in X^*$ then $(x^*, u^*)$ satisfy the Kuhn-Tucker conditions and $p(u^*) + q(x^*) < m$ since $u_1 g_1(x^*) = 0$, $u_1 > 0$ and $g_1(x^*) > 0$ for $i = 1, 2, \ldots, m$. If $p(u^*) + q(x^*) = m$, then the pair $(x^*, u^*)$ is said to be nondegenerate.

**Lemma 3.3:**

For $k = 1, 2, \ldots$ and $i = 1, 2, \ldots, m$

$$g_i(x^k) \geq \left(\frac{1}{m + \left(\frac{\epsilon}{B}\right)^{\gamma}}\right) \sup_{x \in X^*} g_i(x)$$

and

$$u_1^k \geq \left(\frac{1}{m + \left(\frac{\epsilon}{B}\right)^{\gamma}}\right) \sup_{u \in U^*} u_i.$$ 

and if $\tilde{x}$ is an accumulation point of the sequence $\{x^k\}$, $k = 1, 2, \ldots$ and $\tilde{u} = (\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m)$ is an accumulation point of the sequence $\{(u_1^k, u_2^k, \ldots, u_m^k)\}$, $k = 1, 2, \ldots$, then

$$q(\tilde{x}) = q^*$$
and

\[(3.11) \quad p(\tilde{u}) = p^* .\]

**Proof:**

The results of Lemma 3.2 imply that for any \( x^* \in X^* \) and any \( u^* \in U^* \)

\[
\sum_{k=1}^{m} \left( \frac{u_k^*}{g_k(x)} + \frac{g_k(x)}{u_k^*} \right) = m + \left( \epsilon \right) \gamma \quad \text{for} \quad k = 1, 2, \ldots .
\]

Then (3.8) and (3.9) follow immediately from this inequality. From (3.8) and (3.9) and Definitions (3.6) and (3.7)

\[q(\tilde{x}) \geq q^* .\]

and

\[p(\tilde{u}) \geq p^* .\]

Furthermore,

\[q(\tilde{x}) \leq q^* .\]

and

\[p(\tilde{u}) \leq p^* .\]

since \( \tilde{x} \in X^* \) and \( \tilde{u} \in U^* \) by Theorems 2.5 and 2.6. Thus, (3.10) and (3.11) are established. ||

This lemma combined with Theorems 2.5 and 2.6 shows that there are \( q^* \) constraint indices \( \lambda \) satisfying \( \lim_{k \to \infty} \inf g_k(x^k) > 0 \) and \( \lim_{k \to \infty} u_k^* = 0 \),
constraint indices \( i \) satisfying \( \lim_{k \to \infty} g_i^k(x^k) = 0 \) and \( \lim \inf_{k \to \infty} u_i^k > 0 \)

and \( m - q^* - p^* \) constraint indices \( i \) satisfying \( \lim_{k \to \infty} g_i^k(x^k) = 0 \) and \( \lim_{k \to \infty} u_i^k = 0 \).

The next lemma combines the results of Lemmas 3.2 and 3.3 to show that the sequence \( \left\{ \frac{(x^* - f^k)}{\frac{1}{\beta}(f^k - f^{k-1})} \right\}, \quad k = 1, 2, \ldots \) has accumulation points in the interval \( [p^*, m - q^*] \) and if there exists a nondegenerate optimal solution and Kuhn-Tucker multiplier vector pair, then the limiting value \( p^* = m - q^* \). Note that \( X^* \) is bounded by Assumption (2.1) and \( U^* \) is bounded by Lemma 3.3. Define

\[
(3.12) \quad p_k = \sup_{u \in U^*} \left[ \sum_{i=1}^{m} \frac{u_i^k}{u_i^k} \right] \quad \text{for} \quad k = 1, 2, \ldots
\]

and

\[
(3.13) \quad s_k = \inf_{x \in X^*} \left[ m - \sum_{i=1}^{m} \frac{g_i(x)}{g_i(x^k)} + \left( \frac{\xi}{\beta} \right) ||x - x^k|| \right] \quad \text{for} \quad k = 1, 2, \ldots
\]

**Lemma 3.4:**

For \( k = 1, 2, \ldots \)

\[
(3.14) \quad p_k \leq \frac{(f^* - f^k)}{\frac{1}{\beta}(f^k - f^{k-1})} \leq s_k.
\]

\[
(3.15) \quad p^* \leq \lim \inf_{k \to \infty} p_k \leq \lim \sup_{k \to \infty} p_k \leq m - q^*.
\]
Furthermore, if there exists an \( x^* \in X^* \) and a \( u^* = (u_1^*, u_2^*, \ldots, u_m^*) \in U^* \) such that \( p(u^*) = q(x^*) = m \) then

\[
(3.17) \quad \lim_{k \to \infty} p_k = \lim_{k \to \infty} \frac{p^* - f_K^k}{e(f^k - f^{k-1})} = \lim_{k \to \infty} s_k = m - q^* = p^* .
\]

Proof:

Relation (3.14) follows immediately from Lemma 3.2 and Definitions (3.12) and (3.13). Let \( x \) be any accumulation point of the sequence \( \{x^k\} \), \( k = 1, 2, \ldots \) and \( \bar{u} = (\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_m) \) be any accumulation point of the sequence \( \{(u_1^k, u_2^k, \ldots, u_m^k)\} \), \( k = 1, 2, \ldots \). By Definitions (3.12) and (3.13)

\[
p_k \geq \frac{m}{l} \frac{\bar{u}_k}{u_k^l} \quad \text{for} \quad k = 1, 2, \ldots
\]

and

\[
s_k \leq m - \sum_{l=1}^{m} \frac{g_l(x_k)}{g_l(x^k)} + \frac{(x_k)}{e} ||x_k^* - x_k^|| \quad \text{for} \quad k = 1, 2, \ldots
\]

since for any such \( \bar{u} \) and \( x^* \), \( \bar{u} \in U^* \) and \( x^* \in X^* \) by Theorems 2.5 and 2.6. Let \( K_1 \) be an infinite subset of \( \{1, 2, \ldots\} \) such that \( \lim_{k \in K_1} p_k = \bar{p} \) and choose \( K_2 \subseteq K_1 \) such that \( \lim_{k \in K_2} u_k^k = \bar{u} \). Then by Lemma 3.3

\[
\bar{p} = \lim_{k \in K_2} p_k \geq \lim_{k \in K_2} \sum_{l=1}^{m} \frac{\bar{u}_l}{u_l} = p(\bar{u}) = p^* .
\]
Therefore, \( \liminf p_k \geq p^* \). Now let \( K_3 \) be an infinite subset of \( \{1, 2, \ldots\} \) such that \( \lim s_k = \overline{s} \) and choose \( K_4 \subset K_3 \) such that \( \lim x^k = \overline{x} \). Then by Lemma 3.3

\[
\overline{s} = \lim_{k \to \infty} s_k \leq \lim_{k \to \infty} \left[ m - \frac{m}{\sum_{l=1}^{\infty} g_l(x^k)} \|x - x^k\| \right] = m - q(\overline{x}) = m - q^*.
\]

Therefore, \( \limsup s_k \leq m - q^* \) which together with \( \liminf p_k \geq p^* \)

and (3.14) implies (3.15) and (3.16). Now suppose there exists an \( x^* \in X^* \)

and a \( u^* \in U^* \) such that \( p(u^*) + q(x^*) = m \). Then by the definitions of \( p^* \) and \( q^* \)

\[
p^* + q^* \geq m.
\]

But by the remarks preceding Lemma 3.3

\[
p^* + q^* \leq m.
\]

Therefore, \( p^* + q^* = m \) which together with (3.14), (3.15) and (3.16)
establishes the final result (3.17) \( \Box \)

It should be noted that if \( q^* = m \) then this lemma implies that

\[
\lim_{k \to \infty} \frac{f^{k+1} - f^k}{f^k - f^{k-1}} = \lim_{k \to \infty} \frac{f^* - f^k}{f^k - f^{k-1}} = 0 \text{ since } f^{k+1} \leq f^* \text{ for all } k > 0.
\]

To show that \( f^* - f^k \) does not converge to zero any faster than \( f^k - f^{k-1} \) requires the existence of a positive number \( p \) which bounds

\[ p \text{ below for all } k. \] This in turn requires an assumption which implies
\( p^* > 0 \) and in order to obtain an expression for \( p^* \) requires upper bounds on the multiplier values \( u_k^* \) for \( i = 1, 2, \ldots, m \) and \( k = 1, 2, \ldots \). The next lemma which follows from Lemma 3.1 provides these bounds along with lower bounds and upper and lower bounds on the constraint function values \( g_k(x^k) \) for \( i = 1, 2, \ldots, m \) and \( k = 1, 2, \ldots \). Define

\[
\hat{g}_i = \sup_{x \in S^1} g_i(x) \quad \text{for } i = 1, 2, \ldots, m
\]

and

\[
\tilde{u}_i = (1 + \varepsilon m + c \gamma) \left( \frac{f^* - f^0}{g_i(x^0)} \right) \quad \text{for } i = 1, 2, \ldots, m.
\]

Lemma 3.5:

For \( k = 1, 2, \ldots \) and \( i = 1, 2, \ldots, m \),

\[
0 < \frac{6(t^k - t^{k-1})}{\tilde{u}_i} \leq g_k(x^k) \leq \hat{g}_i
\]

and

\[
0 < \frac{6(t^k - t^{k-1})}{\tilde{g}_i} \leq u_k \leq \tilde{u}_i.
\]

Proof:

Since \( S^1 \) is assumed to be compact and \( g_i \) for \( i = 1, 2, \ldots, m \) are assumed to be continuous on \( S^1 \) the quantities \( \tilde{g}_i \) defined by (3.18) are finite numbers and the upper bound of (3.20) follows immediately since

\[ x^k \in S^1 \quad \text{for all } k \geq 1. \]

Since \( x^0 \in S^1 \), Lemma 3.1 implies
\[ f^o - f^k \leq (f^k - f^{k-1}) \left[ \beta m + \beta \sum_{j=1}^{m} \frac{g_j(x^o)}{g_j(x^k)} + \epsilon ||x^o - x^k|| \right] \]

for \( k = 1,2, \ldots \).

Rearranging this expression yields

\[
\eta \sum_{j=1}^{m} \frac{g_j(x^o)}{g_j(x^k)} \leq \left( \frac{1}{\beta (f^k - f^{k-1})} \right) [(f^k - f^o) + (f^k - f^{k-1})] \\
\cdot (\eta m + \epsilon ||x^o - x^k||) \quad \text{for } k = 1,2, \ldots .
\]

Then for \( i = 1,2, \ldots, m \) and \( k = 1,2, \ldots \)

\[(3.22) \quad \frac{g_i(x^o)}{g_i(x^k)} \leq \eta m \sum_{j=1}^{m} \frac{g_j(x^o)}{g_j(x^k)} \leq \left( \frac{1}{\beta (f^k - f^{k-1})} \right) [(f^* - f^o)(1 + \beta m + \epsilon \gamma)] \]

since \( f^* > f^k > f^{k-1} > f^o \) and \( ||x^o - x^k|| \leq \gamma \) for all \( k \geq 1 \). Then the remaining bounds of (3.20) follow from (3.22) and (3.19). Since

\[ u_i^k = \frac{\beta (f^k - f^{k-1})}{g_i(x^k)} \quad \text{for } i = 1,2, \ldots, m \] and \( k = 1,2, \ldots \),

(3.21) follows from (3.20).

The existence of upper bounds for all the multiplier values \( u_i^k \) has been shown in Theorem 2.5 under pseudo-concavity assumptions on the constraint functions. Here the stronger concavity assumptions of this section specify these bounds. The next corollary uses these bounds to provide a lower bound on the sequence \( \{p_k\} \), \( k = 1,2, \ldots \). Define
The following is immediate from (3.12) and (3.21).

Corollary 3.6:

For $k = 1, 2, \ldots$

$$p_k > \sup_{u \in U} \left( \sum_{i=1}^{m} u_i^* \right) = \tilde{p}.$$  

The next lemma gives a sufficient condition for the existence of a positive number $\tilde{p}$ which bounds $\frac{(f^* - f^k)}{\beta(f^k - f^{k-1})}$ from below for all $k$.

Lemma 3.7:

If $\forall f(x) \neq 0$ for all $x \in S^1$, then

$$0 < \tilde{p} = \frac{(f^* - f^k)}{\beta(f^k - f^{k-1})} \quad \text{for} \quad k = 1, 2, \ldots.$$  

Proof:

Choose $u^* \in U^*$ and $x^* \in X^*$. Then

$$\nabla f(x^*) + \sum_{i=1}^{m} u_i^* \nabla g_i(x^*) = 0.$$  

Since $\forall f(x^*) \neq 0$ there exists an $i \in \{1, 2, \ldots, m\}$ such that $u_i^* > 0$.

Therefore, $\tilde{p} = \sup_{u \in U^*} \left( \sum_{i=1}^{m} u_i^* \right) > 0$ and the desired result follows from Corollary 3.6 and Lemma 3.4.
The results of Lemma 3.4 may be used to find upper and lower bounds on the ratio \( \frac{(f^* - f^k)}{(f^* - f^{k-1})} \) for all \( k \). This result provides an objective value convergence rate for the algorithm.

**Theorem 3.8:**

For \( k = 1, 2, \ldots \)

\[
\frac{\bar{b}p_k}{1 + \bar{b}p_k} \leq \frac{(f^* - f^k)}{(f^* - f^{k-1})} \leq \frac{\bar{b}s_k}{1 + \bar{b}s_k} \leq \frac{\bar{b}m + \epsilon_Y}{1 + \bar{b}m + \epsilon_Y}.
\]

**Proof:**

\[
\frac{(f^* - f^k)}{(f^* - f^{k-1})} = \frac{(f^* - f^k)}{(f^* - f^{k-1})} 
\]

\[
= \frac{1}{1 + \frac{(f^k - f^{k-1})}{(f^* - f^k)}} \quad \text{for } k = 1, 2, \ldots
\]

Then from (3.14) when \( p_k > 0 \)

\[
\frac{(f^* - f^k)}{(f^* - f^{k-1})} > \frac{1}{1 + \frac{1}{\bar{b}p_k}} \quad \text{for } k = 1, 2, \ldots
\]

and from (3.14) and Lemma 3.2

\[
\frac{(f^* - f^k)}{(f^* - f^{k-1})} \leq \frac{1}{1 + \frac{1}{\bar{b}s_k}} \leq \frac{1}{1 + \frac{1}{\bar{b}m + \epsilon_Y}} \quad \text{for } k = 1, 2, \ldots.
\]

For the case when \( \epsilon = 0 \) the upper bound result

\[
\frac{(f^* - f^k)}{(f^* - f^{k-1})} \leq \frac{\bar{b}m}{1 + \bar{b}m}
\]

for \( k = 1, 2, \ldots \) has been established by Tremolieres [34] under the
a unique optimal solution $x^*$ with $g_i(x^*) = 0$ for $i = 1, 2, \ldots, n$ and the constraint gradient vectors $\nabla g_i(x)$ are linearly independent for all $x \in S^1$. Under similar assumptions with linear objective and constraint functions this result has been established with equality holding by Faure [5].

To obtain a nonzero lower bound on $\frac{(f^* - f_k)}{(f^* - f_{k-1})}$ for $k = 1, 2, \ldots$ requires the assumption of Lemma 3.7 which implies there exists a nonzero $u \in U^*$, i.e., $p > 0$. The following is an immediate consequence of Corollary 3.6 and Theorem 3.8.

**Corollary 3.9:**

If $\nabla f(x) \neq 0$ for all $x \in S^1$, then

$$0 < \frac{\beta p}{1 + \beta p} \leq \frac{(f^* - f_k)}{(f^* - f_{k-1})} \quad \text{for } k = 1, 2, \ldots$$

By combining the results of Lemma 3.4 and Theorem 3.8 the asymptotic behavior of $\frac{(f^* - f_k)}{(f^* - f_{k-1})}$ can be determined.

**Theorem 3.10:**

$$\frac{\beta p^*}{1 + \beta p^*} \leq \lim_{k \to \infty} \inf \frac{(f^* - f_k)}{(f^* - f_{k-1})} \leq \lim_{k \to \infty} \sup \frac{(f^* - f_k)}{(f^* - f_{k-1})} \leq \frac{\beta(m - q^*)}{1 + \beta(m - q^*)}.$$  

Furthermore, if there exists an $x^* \in X^*$ and a $u^* \in U^*$ such that $p(u^*) + q(x^*) = m$ then

$$\lim_{k \to \infty} \frac{(f^* - f_k)}{(f^* - f_{k-1})} = \frac{\beta p^*}{1 + \beta p^*} = \frac{\beta(m - q^*)}{1 + \beta(m - q^*)}.$$
It should be noted that if \( q = m \) then \( \lim_{k \to \infty} \frac{f^* - f_k}{f^* - f^{k-1}} = 0 \), i.e., the sequence \( \{f^k\} \), \( k = 1, 2, \ldots \) converges to \( f^* \) superlinearly.

For the case when \( c = 0 \) the concluding result of Theorem 3.10 has been stated by Faure and Guard [6]. It has also been proved for this case under assumptions which imply the problem has a unique nondegenerate optimal solution and Kuhn-Tucker multiplier vector pair by Faure [5] for linear objective and constraint functions and by Lootsma [24] for general concave problem functions. Theorem 3.10 shows that the asymptotic rate of convergence of the algorithm is independent of \( e \) and is better for smaller values of \( \beta \). For example, if \( \beta = \frac{1}{m} \) then \( \frac{\beta p^*}{1 + \beta p^*} < \frac{1}{2} \).

The following corollary is the result of inductively applying Theorem 3.8 and gives upper and lower bounds on \( f^* - f_k \) for \( k = 1, 2, \ldots \) in terms of products of \( k \) fractions and gives an upper bounding exponential function of \( \beta \).

**Corollary 3.11:**

For \( k = 1, 2, \ldots \)

\[
\prod_{j=1}^{k} \left( \frac{\beta p_j}{1 + \beta p_j} \right) \leq \frac{f^* - f_k}{f^* - f^0} \leq \prod_{j=1}^{k} \left( \frac{\beta s_j}{1 + \beta s_j} \right) \leq \frac{\beta m + \epsilon \gamma}{1 + \beta m + \epsilon \gamma}^k.
\]

This corollary can be used to obtain a lower bound on the number of iterations \( k \) which is sufficient for \( f^* - f_k \leq t \) where \( t \) is a termination parameter for the algorithm.

**Corollary 3.12:**

If
Suppose \( k > - \left( \frac{f^* - f^0}{t} \right) \frac{1}{\ln \left( \frac{1 + \beta m + \epsilon y}{\beta m + \epsilon y} \right)} \) for \( t > 0 \), then

\[ f^* - f^k \leq t. \]

**Proof:**

Suppose \( k \geq \frac{\ln \left( \frac{f^* - f^0}{t} \right)}{\ln \left( \frac{1 + \beta m + \epsilon y}{\beta m + \epsilon y} \right)} \) for \( t > 0 \).

Then since \( \frac{1 + \beta m + \epsilon y}{\beta m + \epsilon y} > 1 \)

\[ k \ln \left( \frac{1 + \beta m + \epsilon y}{\beta m + \epsilon y} \right) = \ln \left( \frac{f^* - f^0}{t} \right) \]

or

\[ \left( \frac{1 + \beta m + \epsilon y}{\beta m + \epsilon y} \right)^k \geq \left( \frac{f^* - f^0}{t} \right) \]

which implies

\[ t \geq (f^* - f^0) \left( \frac{\beta m + \epsilon y}{1 + \beta m + \epsilon y} \right)^k. \]

Then the conclusion follows from Corollary 3.11.

It should be noted that an upper bound on \( f^* - f^0 \) is known after one iteration of the algorithm provided an upper bound on \( \gamma \) is known since
\[ f^* - f^1 \leq (f^1 - f^0)(\beta m + \epsilon y) \] by Lemma 3.2 which implies \[ f^* - f^0 \leq (f^1 - f^0) \cdot (1 + \beta m + \epsilon y) \]. Thus, a lower bound on the number of iterations \( k \) which is sufficient for \( f^* - f^k \leq \epsilon \) may be determined from Corollary 3.12 after one iteration of the algorithm.

Another interesting feature of this particular method of centers algorithm is that it is possible to choose values of the algorithm parameters \( \epsilon \) and \( \beta \) such that \( f^* - f^1 \leq \epsilon \).

**Corollary 3.13**

If \( \beta > 0 \) and \( \epsilon > 0 \) are such that

\[
\beta m + \epsilon y \leq \frac{t}{(f^* - f^0) - \epsilon}
\]

where

\[
0 < \epsilon < (f^* - f^0),
\]

then

\[
f^* - f^1 \leq \epsilon.
\]

**Proof:**

\[
\beta m + \epsilon y \leq \frac{t}{(f^* - f^0) - \epsilon}
\]

implies

\[
\frac{1}{\beta m + \epsilon y} \geq \frac{(f^* - f^0)}{\epsilon} - 1
\]

or
Then the result follows from Corollary 3.11 with \( k = 1 \).

The above result has been observed by Lootsma [21] and Fiacco and McCormick [11] for the case when \( \epsilon = 0 \).

The next corollary which follows from inductive application of Corollary 3.9 provides an exponential function of \( k \) which bounds \( f^* - f^k \) from below for \( k = 1, 2, \ldots \).

**Corollary 3.14:**

If \( \forall f(x) \neq 0 \) for all \( x \in S^1 \), then

\[
0 < \left( \frac{\beta_p}{1 + \beta_p} \right)^k \leq \frac{f^* - f^k}{f^* - f^0} \quad \text{for} \quad k = 1, 2, \ldots
\]

A lower bound on the number of iterations \( k \) which is necessary for \( f^* - f^k \leq \epsilon \) can be derived from the previous corollary.

**Corollary 3.15:**

If \( \forall f(x) \neq 0 \) for all \( x \in S^1 \) and

\[
f^* - f^k \leq \epsilon,
\]

then

\[
k \geq \frac{\ln \left( \frac{f^* - f^0}{\epsilon} \right)}{\ln \left( \frac{1 + \beta_p}{\beta_p} \right)}.
\]
Proof:

Since the algorithm does not terminate in a finite number of iterations \( f^* - f^k > 0 \) for all \( k > 1 \). Therefore, if \( f^* - f^k < t \) then \( t < 0 \) and by Corollary 3.14

\[
0 < \left( \frac{\epsilon_p}{1 + \epsilon_p} \right)^k \leq \frac{t}{(f^* - f^0)}.
\]

Then

\[
\left( \frac{1 + \epsilon_p}{\epsilon_p} \right)^k \leq \frac{t}{(f^* - f^0)}
\]

or

\[
k \ln \left( \frac{1 + \epsilon_p}{\epsilon_p} \right) \geq \ln \left( \frac{t}{f^* - f^0} \right)
\]

which implies the result since \( \left( \frac{1 + \epsilon_p}{\epsilon_p} \right) > 1 \).

Corollary 3.14 can also be used to obtain an exponential function of \( k \) which bounds \( ||x^* - x^k|| \) from below where \( x^* \) is any optimal solution to the nonlinear programming problem. Combined with Lemma 3.5 it also yields lower bounding exponential functions of \( k \) for all of the constraint function values \( g_i(x^k) \) and all of the multiplier values \( u_i^k \). Define

\[
\Delta_o = \sup_{x \in S^1} ||\nabla f(x)||.
\]

Theorem 3.16:

If \( \nabla f(x) \neq 0 \) for all \( x \in S^1 \), then for \( k = 1, 2, \ldots \)
\(0 < \left(\frac{f^* - f^0}{\Delta_0}\right) \left(\frac{\|\gamma\|}{1 + \|\gamma\|}\right)^k \leq \inf_{x \in X^*} \|x - x^k\|,\)

\((3.25)\)

\(0 < \left[ \left(\frac{f^* - f^0}{u_1(\gamma + (\|\gamma\|)^{i-1})}\right) \left(\frac{\|\gamma\|}{1 + \|\gamma\|}\right)^k \right] \leq \bar{g}_k(x^k) \quad \text{for } i = 1, 2, \ldots, m\)

and

\(0 < \left[ \left(\frac{f^* - f^0}{\bar{g}_k(\gamma + (\|\gamma\|)^{i-1})}\right) \left(\frac{\|\gamma\|}{1 + \|\gamma\|}\right)^k \right] \leq u_1^k \quad \text{for } i = 1, 2, \ldots, m.\)

\((3.26)\)

\(0 < \left(\frac{f^* - f^0}{\Delta_0}\right) \left(\frac{\|\gamma\|}{1 + \|\gamma\|}\right)^k \leq \inf_{x \in X^*} \|x - x^k\|,\)

\((3.27)\)

Proof:

Since \(f\) is continuously differentiable on \(S^1\) and \(S^1\) is compact,

\[\Delta_0 = \sup_{x \in S^1} \|\nabla f(x)\| \text{ if finite. Then by the mean value theorem}\]

\[\frac{f(x^*) - f(x)}{\Delta_0} \leq \|x^* - x\| \quad \text{for any } x^* \in X^* \text{ and for } k = 1, 2, \ldots.\]

By assumption \(\Delta_0 > 0\) which implies

\(0 < \left(\frac{f^* - f^0}{\Delta_0}\right) \left(\frac{\|\gamma\|}{1 + \|\gamma\|}\right)^k \leq \inf_{x \in X^*} \|x - x^k\| \quad \text{for } k = 1, 2, \ldots.\)

\((3.28)\)

From Lemma 3.2

\[\frac{(f^* - f^0)}{(E_1 + c\gamma)} < f^k - f^{k+1} \quad \text{for } k = 1, 2, \ldots.\]

which combined with Lemma 3.5 yields for \(k = 1, 2, \ldots.\)
For all $i \in \{1, 2, \ldots, m\}$ such that $\sup_{u \in \mathcal{U}^*} u_i > 0$

\[
(3.31) \quad g_i(x^k) \leq \frac{f(x^* - f^k)}{\sup_{u \in \mathcal{U}^*} u_i} \quad \text{for} \quad k = 1, 2, \ldots
\]

and

\[
(3.32) \quad g_i(x^k) \leq \left[\frac{f(x^* - f^k)}{\sup_{u \in \mathcal{U}^*} u_i}\right]\left(\frac{p_m + cy}{1 + p_n + cy}\right)^k \quad \text{for} \quad k = 1, 2, \ldots
\]
Proof:

By Relation (3.4) for any $u^* = (u_1^*, u_2^*, \ldots, u_m^*) \in U^*$

$$f^* - f(x^k) \geq \sum_{j=1}^{m} u_j^* g_j(x^k) \geq u_k^* g_k(x^k)$$ for $i = 1, 2, \ldots, m$

since $x^k \in S$ for $k = 1, 2, \ldots$. Then (3.31) follows for any $i$ such that $\sup_{x \in X} u_i > 0$, and (3.32) follows from (3.31) by Corollary 3.11.||

Theorem 3.18:

For all $i \in \{1, 2, \ldots, m\}$ such that $\sup_{x \in X} g_i(x) > 0$

(3.33)

$$u_k^* \leq \frac{(\beta m + \varepsilon)(f^k - f^{k-1})}{\left(\sup_{x \in X^*} g_i(x)\right)}$$ for $k = 1, 2, \ldots$

and

(3.34)

$$u_k^* \leq \left[\frac{f^* - f^0}{\left(\sup_{x \in X^*} g_i(x)\right)}\right]^{\frac{\beta m + \varepsilon}{1 + \beta m + \varepsilon}}$$ for $k = 1, 2, \ldots$

Proof:

By (3.8) for $i = 1, 2, \ldots, m$ and $k = 1, 2, \ldots$

$$\left(\frac{1}{m + \left(\frac{\varepsilon}{R}\right)}\right) \sup_{x \in X^*} g_i(x) \leq g_i(x^k) = \frac{g(f^k - f^{k-1})}{u_k^*}$$

Then (3.33) follows for all $i$ such that $\sup_{x \in X^*} g_i(x) > 0$, and (3.34) follows from (3.33) by Corollary 3.11 since $f^k - f^{k-1} \leq f^* - f^{k-1}$ for all $k \geq 1$.||
Upper bounds on $||x^* - x^k||$, $|g_i(x^k) - g_i(x^*)|$ for indices $i$ such that $g_i(x^*) > 0$ and $|u^k_j - u^*_j|$ for indices $j$ such that $u^*_j > 0$ where $x^*$ is an optimal solution and $u^* = (u^*_1, u^*_2, ..., u^*_m)$ is a Kuhn-Tucker multiplier vector require stronger assumptions on the problem functions. Such assumptions will be considered in the next section in order to obtain further convergence rate results.
4. CONVERGENCE RATE RESULTS REQUIRING STRONG CONCAVITY

In order to obtain further convergence rate results such as upper bounding functions of \( k \) for \( \|x^* - x^k\|\), and \( |u^k - u^*| \) and \( |g_i(x^k) - g_i(x^*)| \) for all \( i \in \{1,2, \ldots, m\} \) where \( x^* \) is an optimal solution and \( u^* = (u_{1}^*, u_{2}^*, \ldots, u_{m}^*) \) is a Kuhn-Tucker multiplier vector assumptions stronger than concavity and continuous differentiability will be required. It is for this reason that the following definition is considered.

**Definition:**

A real-valued function \( L \) is **strongly concave** [20] on a convex set \( T \subseteq \mathbb{R}^n \) if there exists a \( \lambda > 0 \) such that

\[
L\left(\frac{1}{2}(x + y)\right) \geq \frac{1}{2} L(x) + \frac{1}{2} L(y) + \frac{1}{2}\|x - y\|^2 \quad \text{for all } x, y \in T.
\]

It can be shown that if \( T \) is compact, \( L \) has continuous second partial derivatives on \( T \) and the matrix of second partial derivatives of \( L \) is negative definite on \( T \), then \( L \) is strongly concave on \( T \).

In addition to Assumptions (2.1), (2.2), (3.1) and nonfinite termination of the algorithm it will be assumed throughout this section that

(4.1) there exists an \( x^* \in X^* \) and a \( u^* \in U^* \) such that

(a) \( L(x) = f(x) + \sum_{i=1}^{m} u_{i}^* g_i^*(x) \) is strongly concave on \( S^1 \) with the corresponding constant \( \lambda > 0 \).\(^\dagger\)

(b) \( \forall g_i^*(x^*) \) for \( i \in A^*(x^*) = \{ i \mid g_i^*(x^*) = 0, i \in \{1,2, \ldots, m\} \} \)

are linearly independent vectors.

\(^\dagger\) Actually this assumption only need hold in the insection of \( S^1 \) and a ball about \( x^* \). The stronger condition is assumed for convenience of exposition. It also implies that \( S^1 \) is a bounded set which is part of Assumption (2.1).
It is a well-known saddle point result [19] that any optimal solution to the nonlinear programming problem maximizes \( L(x) \) over \( S^1 \). Assumption (4.1.a) implies that \( x^* \) is the only point maximizing \( L(x) \) on \( S^1 \) and therefore \( x^* \) is the unique optimal solution to the nonlinear programming problem. It is easy to see from the Kuhn-Tucker conditions (2.33) to (2.36) of Theorem 2.5 that Assumption (4.1.b) implies \( u^* \) is the only Kuhn-Tucker multiplier vector. Therefore, under these assumptions Theorems 2.5 and 2.6 imply \( \lim_{k \to \infty} x^k = x^* \) and \( \lim_{k \to \infty} (u^k_1, u^k_2, ..., u^k_m) = (u^*_1, u^*_2, ..., u^*_m) = u^* \).

Assumption (4.1.c) is a nondegeneracy assumption which implies that \( A(x^*) \) has \( p^* = p(u^*) \) elements, i.e., \( u^*_i > 0 \) for all \( i \in A(x^*) \). If the index set \( Q(x^*) \) is defined by

\[
Q(x^*) = \{1, 2, ..., m\} - A(x^*)
\]

then \( Q(x^*) \) has \( q^* = q(x^*) \) elements. Since it is implicitly assumed that \( m \geq 1 \), at least one of the index sets \( A(x^*) \) or \( Q(x^*) \) is nonempty and

\[
\delta^* = \min \left[ \min_{i \in A(x^*)} u^*_i, \min_{i \in Q(x^*)} g_i(x^*) \right]
\]

is a finite positive number where the minimum over the empty set is defined to be \(+\infty\).

In addition to the above, it will be assumed in this section that the following Lipschitz conditions are satisfied:

\[
\text{there exists a positive number } u \text{ such that for all } x, y \in S^1
\]

\[
(4.3)
\]
\[ \|\nabla f(x) - \nabla f(y)\| \leq \mu \|x - y\| \]

and

\[ \|\nabla g_i(x) - \nabla g_i(y)\| \leq u \|x - y\| \quad \text{for } i = 1, 2, \ldots, m. \]

Since \( S^1 \) is assumed to be bounded this latter assumption will hold if

\( f \) and \( g_i \) for \( i = 1, 2, \ldots, m \) have continuous second partial derivatives

on \( S^1 \) by the generalized mean value theorem [14]. Similar bounds exist

for the function values since \( f \) and \( g_i \) for \( i = 1, 2, \ldots, m \) are assumed

to be continuously differentiable on \( S^1 \). That is, for all \( x, y \in S^1 \)

\[ |f(x) - f(y)| \leq \Delta_0 \|x - y\| \]

where by (3.24)

\[ \Delta_0 = \sup_{x \in S^1} \|\nabla f(x)\| \]

and

\[ |g_i(x) - g_i(y)| \leq \Delta \|x - y\| \quad \text{for } i = 1, 2, \ldots, m \]

where

\[ \Delta = \max \left[ \sup_{x \in S^1} \|\nabla g_i(x)\| \right] . \]

The following lemma uses strong concavity to provide a second order

extension of Relation (3.4).

\textbf{Lemma 4.1:}

For all \( x \in S^1 \),
\[ \|\mathbf{x}^* - \mathbf{x}\|^2 \leq \left(\frac{1}{\lambda}\right) \left[ f^* - f(x) - \sum_{i=1}^{m} u_i^* g_i(x) \right]. \]

**Proof:**

Since \( \mathbf{x}^* \in S^1 \) and \( L(x) \) is strongly concave on \( S^1 \)

\[ L\left(\frac{1}{2}(\mathbf{x}^* + \mathbf{x})\right) \geq \frac{1}{2} L(\mathbf{x}^*) + \frac{1}{2} L(\mathbf{x}) + \frac{\lambda}{2} \|\mathbf{x}^* - \mathbf{x}\|^2 \quad \text{for all } \mathbf{x} \in S^1. \]

Since \( S^1 \) is a convex set, \( \frac{1}{2}(\mathbf{x}^* + \mathbf{x}) \in S^1 \) for all \( \mathbf{x} \in S^1 \). By the remark following Assumption (4.1) \( \mathbf{x}^* \) maximizes \( L(x) \) on \( S^1 \) and, therefore,

\[ L(\mathbf{x}^*) \geq L\left(\frac{1}{2}(\mathbf{x}^* + \mathbf{x})\right) \quad \text{for all } \mathbf{x} \in S^1. \]

Inequalities (4.6) and (4.7) imply by the definition of \( L(x) \) that

\[ \frac{1}{2} \left[ f(\mathbf{x}^*) + \sum_{i=1}^{m} u_i^* g_i(\mathbf{x}^*) - f(x) - \sum_{i=1}^{m} u_i^* g_i(x) \right] \geq \frac{\lambda}{2} \|\mathbf{x}^* - \mathbf{x}\|^2 \quad \text{for all } \mathbf{x} \in S^1. \]

Then the desired result follows since \( \sum_{i=1}^{m} u_i^* g_i(\mathbf{x}^*) = 0 \).

It should be noted that the uniqueness of \( \mathbf{x}^* \) follows immediately from this lemma. Combining the result of this lemma with the sequences \( \{\mathbf{x}^k\} \) and \( \{\mathbf{u}^1, \mathbf{u}^2, \ldots, \mathbf{u}^n\} \), \( k = 1, 2, \ldots \) generated by the algorithm yields the following lemma. By (3.12) and the uniqueness of \( u^* \)

\[ p_k = \frac{\sum_{i=1}^{m} u_i^*}{\sum_{i=1}^{m} u_i} \quad \text{for } k = 1, 2, \ldots. \]

Define
Lemma 4.2:

For \( k = 1,2, \ldots \)

\[
\| \mathbf{x}^* - \mathbf{x}^k \|^2 \leq (t^k - t^{k-1})(\frac{1}{\lambda}) \left[ \varepsilon (\mathbf{n} - p_k - q_k) + \varepsilon \| \mathbf{x}^* - \mathbf{x} \|^2 \right].
\]

Proof:

Since \( \mathbf{x}^k \in S^1 \) for \( k = 1,2, \ldots \), Lemma 4.1 implies

\[
\| \mathbf{x}^* - \mathbf{x}^k \|^2 \leq (\frac{1}{\lambda}) \left[ f^* - f^k - \sum_{i=1}^{m} u_i^* g_i(\mathbf{x}^k) \right] \quad \text{for} \quad k = 1,2, \ldots.
\]

By Lemma 3.2 and (4.9)

\[
f^* - f^k \leq (t^1 - t^{k-1}) \left[ \varepsilon (\mathbf{n} - q_k) + \varepsilon \| \mathbf{x}^* - \mathbf{x}^k \|^2 \right] \quad \text{for} \quad k = 1,2, \ldots.
\]

Combining (4.10) and (4.11) with (4.8) yields the desired result since

\[
g_i(\mathbf{x}^k) = \frac{\theta(t^k - t^{k-1})}{u_i^k} \quad \text{for} \quad i = 1,2, \ldots, m
\]

and \( k = 1,2, \ldots \).

From this lemma it is easy to see that the convergence of \( \| \mathbf{x}^* - \mathbf{x}^k \|^2 \) to zero is at least as fast as \( (t^k - t^{k-1}) \) since \( \mathbf{n} - p_k - q_k \leq \mathbf{n} \) and

\[
\| \mathbf{x}^* - \mathbf{x}^k \| < \gamma = \sup_{\mathbf{x},\mathbf{y} \in S^1} \| \mathbf{x} - \mathbf{y} \| \quad \text{for all} \quad k \geq 1.
\]

The next corollary shows that it is even faster due to the nondegeneracy assumption (4.1.c).
**Corollary 4.3:**

\[
\lim_{k \to \infty} \frac{||x - x_k||^2}{(f^k - f^{k-1})} = 0.
\]

**Proof:**

By (4.8) and (4.9)

\[(4.17) \quad \lim_{k \to \infty} (n - p - q) = m - p(u^*) - q(x^*).\]

Then by (4.12) and Assumption (4.1.c)

\[
\lim_{k \to \infty} \left[ \beta(m - p - q) + \epsilon ||x^* - x_k|| \right] = 0
\]

and the desired result follows from Lemma 4.2.

In fact as the remainder of this section will show, a result stronger than Corollary 4.3 is true. The next lemma begins this development by providing an algebraic equivalent for the expression \(m - p_k - q_k\) which appears in Lemma 4.2.

**Lemma 4.4:**

For \(k = 1, 2, \ldots\)

\[
\beta - \sum_{i=1}^{m} \frac{u_i}{u_k} - \sum_{i=1}^{n} \frac{S_i(x^*)}{S_i(x)} = \beta \left( \frac{u_k - u_i}{u_k} \right) \left( \frac{S_i(x^*) - S_i(x)}{S_i(x^*)} \right).
\]

**Proof:**

By the assumptions on \(x^*\) and \(u^* = (u_1^*, u_2^*, \ldots, u_n^*)\),

\[u_i g_i(x^*) = 0 \quad \text{for} \quad i = 1, 2, \ldots, n.\]
Thus,

\[ m - \sum_{i=1}^{m} \frac{u_i^*}{\frac{k}{u_i^*}} = \sum_{i=1}^{m} \frac{e_i^*(x_i^* - 1)_{1}}{\frac{k}{u_i^*}} = \sum_{i=1}^{m} \left[ \left( \frac{k}{u_i^*} - 1 \right)_{1} e_i^*(x_i^*) \right] = \sum_{i=1}^{m} \left[ \frac{k}{u_i^*} - 1 \right] e_i^*(x_i^*) \]

which is equivalent to the desired result.

An upper bound for \((n - p_k - q_k)\) can be found by combining this lemma with the nondegeneracy assumption (4.1.c), the positive lower bounds on \(u_i^*\) for \(i \in A(x^*)\) and \(g_1(x^*)\) for \(i \in Q(x^*)\) provided by Lemma 3.3 and the definition of \(\delta^*\).

**Lemma 4.5:**

For \(k = 1, 2, \ldots\)

\[ m - p_k - q_k = \sum_{i=1}^{m} \frac{u_i^*}{\frac{k}{u_i^*}} \left( \frac{k}{u_i^*} - 1 \right)_{1} e_i^*(x_i^*) \]

where summation over an empty index set is assumed to be zero.

**Proof:**

Since \(g_1(x^*) = 0\) for all \(i \in A(x^*)\), \(u_i^* = 0\) for all \(i \in Q(x^*)\) and \(A(x^*) \cup Q(x^*) = \{1, 2, \ldots, m\}\) the result of Lemma 4.4 implies

\[ m - p_k - q_k = \sum_{i=1}^{m} \frac{u_i^*}{\frac{k}{u_i^*}} + \sum_{i=1}^{m} \frac{e_i^*(x_i^*) - e_i^*(x^*)}{\frac{k}{u_i^*}} \]

for \(k = 1, 2, \ldots\)

where summation over an empty index set is assumed to be zero. Since \(u_i^* \geq 0\) for all \(i \in A(x^*)\) by Assumption (4.1.c) and \(g_1(x^*) \geq 0\) for all...
If $p > 0$, then there exist positive numbers $\bar{a}$ and $n$ such that $[H(x)H^*(x)^T]^{-1}$ exists and

$$||H(x)H^*(x)^T]^{-1}||_F \leq \frac{1}{p} \quad \text{for all} \ x \in S_1(x^*) \cap S^1$$

**Lemma 4.6:**

If $p > 0$, then there exist positive numbers $\bar{a}$ and $n$ such that $[H(x)H^*(x)^T]^{-1}$ exists and

$$||H(x)H^*(x)^T]^{-1}||_F \leq \frac{1}{p} \quad \text{for all} \ x \in S_1(x^*) \cap S^1$$
Proof:

Since \( V_\lambda (x) \) for \( i = 1, 2, \ldots, m \) is continuous on \( S^1 \),
\[
\rho(x) = \min_{\|y\|=1} y[H^*(x)H^*(x)^T]y
\]
is continuous on \( S^1 \). By Assumption (4.1.b)
\[
H(x) \text{ has full row rank } p^* \text{ and, therefore, } \rho(x^*) \text{ is positive. Thus,}
\]
there exist positive numbers \( \bar{\rho} \) and \( \eta \) such that \( [H^*(x)H^*(x)^T]^{-1} \) exists
and \( \rho(x) \geq \bar{\rho} > 0 \) for all \( x \in B_\eta(x^*) \cap S^1 \). It can be shown that \( \rho(x) \)
is the minimum eigenvalue of \( [H^*(x)H^*(x)^T] \) and, therefore, \( \frac{1}{\rho(x)} \) is the
maximum eigenvalue of \( [H^*(x)H^*(x)^T]^{-1} \). Then

\[
\max_{\|y\|=1} y[H^*(x)H^*(x)^T]^{-1}y = \frac{1}{\rho(x)} < \frac{1}{\bar{\rho}}
\]
for all \( x \in B_\eta(x^*) \cap S^1 \) and the desired result follows since as in
Goldstein [16; p. 22]

\[
\|\|H^*(x)H^*(x)^T\|\|^{-1} = \max_{\|y\|=1} \|\|H^*(x)H^*(x)^T\|\|^{-1}y \| =
\]

By combining the result of this lemma with bounds provided by Assumptions
(2.2) and (4.3) an upper bound on \( \sum_{i \in A(x^*)} |u^k_i - u^*| \) for \( k = 1, 2, \ldots \) can
be found in terms of \( (f^k - f^{k-1}) \) and \( \|x^* - x^k\| \).

Lemma 4.7:

If \( p^* > 0 \), then there exists a positive number \( \rho \) such that for
\( k = 1, 2, \ldots \)
Proof:

By the definitions of \(x^*\) and \(u^*\)

\[
Vf(x^*) + \sum_{i=1}^{m} u_i^* V_{e_1}(x^*) = 0
\]

and by the definitions of \(V_{d}(x^k)\) and \(u_i^k\) for \(i = 1, 2, \ldots, m\)

\[
Vf(x^k) + \sum_{i=1}^{m} u_i^k V_{e_1}(x^k) = (f^k - f^{k-1}) V_{d}(x^k) \quad \text{for } k = 1, 2, \ldots.
\]

Subtracting (4.14) from (4.15) yields

\[
Vf(x^k) - Vf(x^*) + \sum_{i=1}^{m} u_i^k (V_{e_1}(x^k) - V_{e_1}(x^*)) + \sum_{i=1}^{m} (u_i^k - u_i^*) V_{e_1}(x^k) = (f^k - f^{k-1}) V_{d}(x^k) \quad \text{for } k = 1, 2, \ldots.
\]

and by rearranging terms

\[
\sum_{i \in A(x^*)} (u_i^k - u_i^*) V_{e_1}(x^k) = \sum_{i \in Q(x^*)} (u_i^k - u_i^*) V_{e_1}(x^k) + (f^k - f^{k-1}) V_{d}(x^k) + Vf(x^*) - Vf(x^k) + \sum_{i=1}^{m} u_i^* (V_{e_1}(x^*) - V_{e_1}(x^k)) \quad \text{for } k = 1, 2, \ldots.
\]

which implies by the triangle inequality.
\[ || \sum_{i \in A(x^*)} (u_i^k - u_i^*)/e_i(x^k) || \leq \sum_{i \in Q(x^*)} u_i^k || v_{e_i}(x^k) || + \]
\[ + (f^k - f^{k-1}) || v_{d^k}(x^k) || + || v_f(x^*) - v_f(x^k) || + \]
\[ + \sum_{i=1}^{m} u_i^k || v_{e_i}(x^*) - v_{e_i}(x^k) || \quad \text{for } k = 1, 2, \ldots \]

(4.16)


\begin{array}{l}
\text{since } u_i^* = 0 \text{ for all } i \in Q(x^*). \text{ Since } Q(x^*) \text{ has } q \text{ elements, }\\
\left( v_{e_i}(x^k) \right) < \varepsilon \text{ for } i = 1, 2, \ldots, m \text{ by (4.5), } e_i(x^k) = \left( \frac{1}{m + (\varepsilon i)} \right) v_i(x^*) \text{ for } i = 1, 2, \ldots, m \text{ by Lemma 3.3 and } \varepsilon^* \leq \min_{i \in Q(x^*)} \varepsilon_i(x^*) \text{ by (4.18)}\end{array}

(4.17)

\[ \sum_{i \in Q(x^*)} u_i^k || v_{e_i}(x^k) || = \sum_{i \in Q(x^*)} \left( \frac{\varepsilon (f^k - f^{k-1})}{e_i(x^k)} \right) || v_{e_i}(x^k) || \leq \varepsilon \]

By Assumption (4.9)

\[ || v_f(x^*) - v_f(x^k) || + \sum_{i=1}^{m} u_i^* || v_{e_i}(x^*) - v_{e_i}(x^k) || \leq \varepsilon \]

(4.18)

\[ \leq \left( 1 + \frac{m^2}{m^2} u_i^* \right) || x^* - x^k || \quad \text{for } k = 1, 2, \ldots, m \]

Combining (4.16), (4.17) and (4.18) with \[ || v_{d^k}(x^k) || \leq \varepsilon \] yields

\[ || \sum_{i \in A(x^*)} (u_i^k - u_i^*)/e_i(x^k) || \leq \left[ \varepsilon + \frac{m}{m + (\varepsilon i)} \right] (f^k - f^{k-1}) + \]
\[ + \left( 1 + \frac{m}{m} u_i^* \right) || x^* - x^k || \quad \text{for } k = 1, 2, \ldots, m \]

(4.19)
Now let $\omega^k$ be a $p^*$ vector for $k = 1, 2, \ldots$ with

\[(4.20)\]

\[\omega^k = u^k_1 - j_1^* \text{ for } 1 \in A(x^*) = \{1, 2, \ldots, p^*\}.\]

Then for $k = 1, 2, \ldots$,

\[\omega^k H(x^k) (v^k)^T = \left[ \left( u^k_1 - u^*_1 \right) v^k_1 (x^k) \right]_{1 \in \Lambda(x^*)} H(x^k)^T.\]

Since $\lim_{k \to \infty} x^k = x^*$, Lemma 4.6 implies there exists an integer $\bar{k}$ and a positive number $\delta$ such that $[H^*(x^*) H^*(x^k)^T]^{-1}$ exists and

\[(4.21)\]

\[\| [H^*(x^*) H^*(x^k)^T]^{-1} \| \leq \frac{1}{\delta} \text{ for all } k \geq \bar{k}.\]

Then

\[\omega^k = \left[ \left( u^k_1 - u^*_1 \right) v^k_1 (x^k) \right]_{1 \in \Lambda(x^*)} H(x^k)^T [H^*(x^*) H^*(x^k)^T]^{-1} \text{ for all } k \geq \bar{k}.\]

and by the generalized Cauchy-Schwarz inequality [31, p. 185]

\[(4.22)\]

\[\| \omega^k \| \leq \| \sum_{1 \in \Lambda(x^*)} (u^k_1 - u^*_1) v^k_1 (x^k) \| \| [H^*(x^*) H^*(x^k)^T]^{-1} \| \text{ for all } k \geq \bar{k}.\]

By a matrix norm property [31, p. 188] and the definitions of $\Delta$ and $p^*$

\[(4.23)\]

\[\| H^k (x^k) \| = \left[ \sum_{1 \in \Lambda(x^*)} \left( \frac{\partial H_j (x^k)}{\partial x_j} \right)^2 \right]^{1/2} \leq (p^*)^{1/2} \Delta \text{ for } k = 1, 2, \ldots.\]

Then combining (4.19), (4.21), (4.23) and (4.22) yields
\[ |w^k_i| \leq (p^*)^2 \left( \frac{1}{\hat{\rho}} \right) \left[ \varepsilon + \frac{1}{\hat{\nu}} \right] (\hat{c} \hat{m} + \hat{c} \hat{y}) \left( t^k - t^{k-1} \right) + \]
\[ + \left( 1 + \sum_{i=1}^{m} u_i^* \right) |x^* - x^k| \quad \text{for all } k \geq \bar{k}. \]

By (4.20)

\[ |u^k_1 - u^*_1| \leq (p^*)^2 |w^k_i| \quad \text{for } k = 1, 2, \ldots. \]

Then from (4.24) and (4.25), there exists a positive number \( \rho \leq \hat{\rho} \) such that the desired result holds.

In order to combine Lemmas 4.2, 4.5 and 4.7 to obtain an upper bound on \( |x^f - x^k| \) in terms of \( (t^k - t^{k-1}) \), a lemma not depending on problem assumptions will be required.

**Lemma 4.8:**

Let \( a, b, c \) and \( d \) be nonnegative numbers such that

\[ a^2 - bad - cd^2 \leq 0. \]

Then

\[ a \leq \frac{1}{2} [b + (b^2 + 4c)^{1/2}] d. \]

**Proof:**

The result is trivial if \( a = 0 \) so suppose \( a > 0 \). Then clearly

\[ a - \frac{1}{2} [b - (b^2 + 4c)^{1/2}] d > 0. \]
Relation (6.26) is equivalent to

\[(4.28) \quad \left| \frac{1}{2}[b + (b^2 + 4c)^{1/2}]d \right| \left| a - \frac{1}{2}[b - (b^2 + 4c)^{1/2}]d \right| \leq 0.\]

Then the desired result follows from (4.27) and (4.28).

Now all of the previous results may be combined to show that \( ||y^* - y|| \leq \cdot \cdot \cdot \), and 
\[\sum_{i \in \mathcal{A}(x^*)} |u_i^k - u_i^*| \text{ are bounded above by linear functions of } (f^k - f^{k-1}).\]

Lemma 4.9:

Suppose \( p^* > 0 \) and let \( p \) be as in Lemma 6.7. Then for \( k = 1, 2, ... \)

\[(4.29) \quad ||y^* - x^k|| = \left( \frac{1}{2} \right) |b_1 + (b_1^2 + 4b_2)^{1/2}|(f^k - f^{k-1})\]

and

\[(4.30) \quad \sum_{i \in \mathcal{A}(x^*)} |u_i^k - u_i^*| \leq b_3(f^k - f^{k-1})\]

where

\[(4.31) \quad b_1 = \left( \frac{\alpha}{\lambda} \right) + \left( \frac{\alpha}{\rho} \right) \left( \frac{a^*_\alpha}{\delta} \right) + \left( \frac{\beta}{\rho} \right) (1 + \sum_{i=1}^{m} u_i^*) \left( \frac{p^*_\delta}{\delta} \right) (\gamma + \epsilon)\]

\[(4.32) \quad b_2 = \left( \frac{1}{\rho} \right) \left( \frac{\alpha}{\rho} \right) \left( \frac{p^*_\delta}{\delta} \right) \left[ \epsilon + \alpha \left( \frac{a^*_\alpha}{\delta} \right) (\beta + \epsilon) \right] (\beta + \epsilon)\]

and

\[(4.33) \quad b_3 = \left( \frac{\beta}{\rho} \right) \left( \frac{\alpha}{\rho} \right) \left( \frac{a^*_\alpha}{\delta} \right) (\beta + \epsilon) + \left( 1 + \sum_{i=1}^{m} u_i^* \right) \left( \frac{1}{2} \right) |b_1 + (b_1^2 + 4b_2)^{1/2}| (\beta + \epsilon)\]
Proof.

By combining the results of Lemma 4.2 and Lemma 4.5

\[
\|x^* - x^k\|^2 \leq (f^k - f^{k-1})(\frac{1}{\lambda})(\beta_1 + \epsilon y) \left( \sum_{i \in A(x^*)} |u_i^k - u_i^*| \right) + \sum_{i \in \Omega(x^*)} |g_i(x^k) - g_i(x^*)| + \epsilon \|x^* - x^k\| \quad \text{for } k = 1, 2, \ldots
\]

(4.35)

By combining (4.34) and (4.35) and the definition of \( q^* \)

(4.35) \quad \left\{ \begin{array}{l}
|g_i(x^k) - g_i(x^*)| \leq q^* \|x^k - x^*\| \\
\text{for } k = 1, 2, \ldots
\end{array} \right.

By combining (4.34) and (4.35) and the result of Lemma 4.7

\[
\|x^* - x^k\|^2 \leq (f^k - f^{k-1})(\frac{1}{\lambda})(\beta_1 + \epsilon y) \left( \sum_{i \in A(x^*)} |u_i^k - u_i^*| \right) + \sum_{i \in \Omega(x^*)} |g_i(x^k) - g_i(x^*)| + \epsilon \|x^* - x^k\| \quad \text{for } k = 1, 2, \ldots
\]

Defining \( b_1 \) and \( b_2 \) by (4.31) and (4.32) yields

\[
\|x^* - x^k\|^2 \leq b_2 (f^k - f^{k-1})^2 + b_1 (f^k - f^{k-1}) \|x^* - x^k\| \quad \text{for } k = 1, 2, \ldots
\]

(4.36)

Then (4.29) follows immediately from (4.36) and Lemma 4.8 with \( a = \|x^* - x^k\| \), \( b = b_1 \), \( c = b_2 \) and \( d = (f^k - f^{k-1}) \). Then (4.30) follows directly from Lemma 4.7 and (4.29) when \( b_1 \) is defined by (4.33). ||
Combining the above result with Corollary 3.11 yields the following.

Upper bounding decreasing exponential functions of \( k \) for \( ||x^* - x^k|| \),

\[
\bigcup_{i \in \mathcal{A}(x^*)} |u^k_i - u^*_i| \text{ and } |g^k_1(x^k) - g^*_1|x^*| \quad \text{for } i = 1, 2, ..., m.
\]

**Theorem 4.10**

Suppose \( p^* > 0 \) and let

\[
a_1 = \left( \frac{1}{2} \right) b_1 + \left( b_1^2 + 4b_2 \right)^{\frac{1}{2}}.
\]

Then for \( k = 1, 2, ... \)

\[
(4.37) \quad ||x^* - x^k|| \leq a_1(f^* - f^0) \left( \frac{\beta_m + \epsilon_Y}{1 + \beta_m + \epsilon_Y} \right)^{k-1},
\]

\[
(4.38) \quad \sum_{i \in \mathcal{A}(x^*)} |u^k_i - u^*_i| \leq b_3(f^* - f^0) \left( \frac{\beta_m + \epsilon_Y}{1 + \beta_m + \epsilon_Y} \right)^{k-1}
\]

and

\[
(4.39) \quad |g^k_1(x^k) - g^*_1|x^*| \leq a_1(f^* - f^0) \left( \frac{\beta_m + \epsilon_Y}{1 + \beta_m + \epsilon_Y} \right)^{k-1} \quad \text{for } i = 1, 2, ..., m.
\]

**Proof:**

By Corollary 3.11

\[
(4.40) \quad f^k - f^{k-1} \leq f^* - f^{k-1} \leq (f^* - f^0) \left( \frac{\beta_m + \epsilon_Y}{1 + \beta_m + \epsilon_Y} \right)^{k-1} \quad \text{for } k = 1, 2, ...
\]

Then (4.37) and (4.38) follow from (4.40) and (4.29) and (4.30) of Lemma 4.9, respectively. The final result (4.39) follows from (4.4) and (4.37).

For the case when \( p^* = 0 \), corresponding upper bounds can be given in terms of products of \( k - 1 \) fractions where the fractions converge to zero.
Theorem 4.11:

Suppose \( p^* = 0 \) and let \( a_2 = \left( \frac{E}{\lambda} \right) + \left( \frac{\Lambda}{\lambda} \right) \left( \frac{m}{\delta^*} \right) (\varepsilon m + \varepsilon y) \). Then for \( k = 1, 2, \ldots \)

\[
| |x^* - x^k|| \leq a_2 (f^* - f^0) \prod_{j=1}^{k-1} \left( \frac{\beta s_j}{1 + \beta s_j} \right)
\]

and

\[
|g_1(x^k) - g_1(y^*)| \leq \omega_2 (f^* - f^0) \prod_{j=1}^{k-1} \left( \frac{\beta s_j}{1 + \beta s_j} \right)
\]

for \( i = 1, 2, \ldots, m \)

where

\[
\lim_{j \to \infty} s_j = 0 .
\]

Proof.

From (4.34) and (4.35) with \( \Lambda(x^*) \) empty

\[
| |x^* - x^k||^2 \leq (f^k - f^{k-1}) \left( \frac{1}{\lambda} \right) \left( \frac{1}{\delta^*} \right) (\varepsilon m + \varepsilon y) q^* + \varepsilon \|x^* - x^k||
\]

for \( k = 1, 2, \ldots \).

Then since \( q^* = m \)

\[
(4.43) \quad | |x^* - x^k|| \leq a_2 (f^k - f^{k-1}) \quad \text{for } k = 1, 2, \ldots .
\]

By Corollary 3.11

\[
(4.44) \quad f^k - f^{k-1} \leq f^* - f^{k-1} \leq (f^* - f^0) \prod_{j=1}^{k-1} \left( \frac{\beta s_j}{1 + \beta s_j} \right) \quad \text{for } k = 1, 2, \ldots .
\]

Then (4.41) follows from (4.43) and (4.44) and \( \lim_{j \to \infty} s_j = 0 \) by Lemma 3.4 since

\[
m - q^* = p^* = 0 . \quad \text{Then (4.42) follows from (4.4) and (4.41).}
\]
The convergence rate given by (4.37) of Theorem 4.10 is an improvement by a factor of 2 over the following convergence rate result which represents the usual way of getting a rate for $x^k \to x^*$ given a rate for $f^k \to f^*$. This result follows directly from Lemma 4.1 and Corollary 3.11 and does not require Assumptions (4.1.b), (4.1.c) or (4.3).

Theorem 4.12:

For $k = 1, 2, ...$

$$||x^* - x^k|| \leq \left(\frac{f^* - f^0}{\lambda}\right)^{1/2} \left(\frac{\beta m + \epsilon Y}{1 + \beta m + \epsilon Y}\right)^{k/2}.$$  

Proof:

From Lemma 4.1 with $x = x^k \in S^1$ for $k = 1, 2, ...$

$$||x^* - x^k||^2 \leq \left(\frac{1}{\lambda}\right)\left[f^* - f(x^k) - \sum_{i=1}^{m} u_i^* b_i(x^k)\right] \leq \left(\frac{1}{\lambda}\right)(f^* - f^k).$$

Then the desired result follows from Corollary 3.11.\|
In this section the convergence of Cauchy's [3] method of steepest ascent for each subproblem \( k \) will be studied and an upper bound on the number of steepest ascent steps required to find \( x^k \) from \( x^{k-1} \) will be derived. Combine with the result of Corollary 3.12, this will lead to an upper bound on the total number of steepest ascent steps required to find a point \( x^k \) starting from \( x^0 \) such that \( f^* - f(x^k) < t \) where \( t \) is a termination parameter for the algorithm.

In addition to Assumptions (2.1) and (3.1) which imply \( S^1 \) is bounded and convex, it will be assumed throughout this section that

\[(5.1) \quad f \text{ and } g_i \text{ for } i = 1, 2, \ldots, m \text{ are twice continuously differentiable on } S^1 ,\]

\[(5.2) \quad \forall f(x) \neq 0 \text{ for all } x \in S^1 ,\]

and

\[(5.3) \quad \epsilon > 0 .\]

The \( n \times n \) symmetric matrices of second partial derivatives of the respective problem functions which exist and are continuous by Assumption (5.1) will be denoted by

\[(5.4) \quad H_0 (x) = \begin{bmatrix} \frac{\partial^2 f(x)}{\partial x_1 \partial x_1} & \ldots & \frac{\partial^2 f(x)}{\partial x_n \partial x_1} \\ \vdots & \ddots & \vdots \\ \frac{\partial^2 f(x)}{\partial x_1 \partial x_n} & \ldots & \frac{\partial^2 f(x)}{\partial x_n \partial x_n} \end{bmatrix},\]

and

\[(5.5) \quad H_1 (x) = \begin{bmatrix} \frac{\partial^2 g_i(x)}{\partial x_1 \partial x_1} \\ \vdots \\ \frac{\partial^2 g_i(x)}{\partial x_n \partial x_1} \end{bmatrix} , \text{ for } i = 1, 2, \ldots, m .\]
Assumption (3.1) implies $f_1, \ldots, f_m$ and $f$ are continuously differentiable on $S^1$ and $h$ is assumption (4.2) and together with the assumption that $\xi$ is bounded and the generalized mean value theorem [14, p. 20] implies that the Lipschitz condition of Assumption (4.3) holds when $u$ is defined by

\begin{equation}
(5.6) 
\eta = \max_{0 \leq \eta \leq \frac{M}{2}} \left[ \sup_{x \in S^1} \left| \frac{d}{dy} f(x) \right| \right]
\end{equation}

where the matrix norm is as defined in (4.13). The concavity of $f$ and $h_i$ for $i = 1, 2, \ldots, m$ implies that the matrices $h_i(x)$ for $i = 0, 1, \ldots, n$ are negative semidefinite for all $x \in S^1$. Then as in [14, p. 22]

\begin{equation}
(5.7) 
\left| \left| h_i(x) \right| \right| = \sup_{y \in S^1} \left| y \cdot h_i(x) \right| \quad \text{for } i = 0, 1, \ldots, m \quad \text{and} \quad \left| y \right| = 1
\end{equation}

Combining (5.6) and (5.7) gives the useful result, that for all $x \in S^1$ and all $y \in \mathbb{E}^n$

\begin{equation}
(5.8) 
y \cdot h_i(x) y \leq u \left| y \right|^2 \quad \text{for } i = 0, 1, \ldots, m
\end{equation}

Assumption (5.2) implies the algorithm does not terminate in a finite number of iterations and together with (5.1) implies that $\sigma > 0$ where

\begin{equation}
(5.9) 
\sigma = \inf_{x \in S^1} \left| \left| yh(x) \right| \right|
\end{equation}

It will be convenient to define a function $G(x)$ which gives the smallest constraint value for feasible points $x$ by

\begin{equation}
(5.10) 
G(x) = \min_{1 \leq i \leq m} f_k(y) \quad \text{for } x \in S.
\end{equation}

In addition to the parameters defined by (3.5), (3.24), (4.5), (5.6) and (5.9) the following will be used in this section:
(5.11) \[ \hat{n} = \max_{1 \leq i \leq m} \left[ \sup_{x \in \mathcal{X}_i} \bar{p}_i(x) \right] \]

(5.12) \[ n = 2 \max \left\{ \nu, z_0^2, z_0^2 \right\} \]

(5.13) \[ \theta = \left( \frac{h}{\delta^2} \right) \min \left[ \left( \frac{e_{i-1} - e_0}{G(x_0)}, \frac{\hat{e}}{G(x_0)} \right) \right] \]

(5.14) \[ e(i, \varepsilon) = \max \left\{ e_i (1 + \varepsilon_i)(1 + \cdot 2\varepsilon_i) \right\} \]

(5.15) \[ b_1(\sigma_i) = \left\{ \sigma \in \mathbb{R} \mid G(x_0), 1 \right\}^{n+1} \]

(5.16) \[ b(\sigma, \varepsilon) = \left\{ \left( \frac{l_i(\sigma, \varepsilon)}{\sigma} \right) \right\}^{n+1} \]

and

(5.17) \[ a(\beta, \varepsilon) = \left( \frac{1 + \varepsilon \beta}{\beta} \right) \]

where \( \beta \) is defined by (3.23) and depends on \( \hat{u}_0 \) for \( i = 1, 2, \ldots, m \) defined by (3.19) which is a function of the algorithm parameters \( \beta \) and \( \varepsilon \).

As will be shown in the sequel, Assumption (5.3) guarantees that only a finite number of subproblem steps will be required to find each \( x^k \) when a slight modification of the following algorithm is used to solve each subproblem.

Method of Steepest Ascent with Optimal Step Size: \(^*\)

Let \( d \) be a real-valued function defined on \( E^n \) and \( z_0 \in E^n \) be a starting point. Assume that \( T = \{ \sigma \mid d(z) \geq d(z_0) \} \) is bounded and that \( d \) is continuously differentiable on \( T \).

\(^*\)For general algorithms of this type see Topkis and Veinott [33].
for $j = 1, 2, \ldots$ let $\lambda_{j-1}$ be a positive number satisfying

$$d(\gamma_{j-1} + \lambda_{j-1} d(\gamma_{j-1})) = \max_{\lambda \geq 0} d(\gamma_{j-1} + \lambda d(\gamma_{j-1}))$$

and let

$$z_j = \gamma_{j-1} + \lambda_{j-1} d(\gamma_{j-1})$$

starting from $\gamma_0$ and stopping if $d(\gamma_{j-1}) = 0$ for some $j = 1$. Curry [4] has shown that if $\gamma$ is an accumulation point of the sequence $\{\gamma_j\}$, $j = 1, 2, \ldots$ then $d(\gamma) = 0$.

For solving subproblem $k$ the first step of this algorithm will have to be modified in order to take into account that $d^k$ is to be maximized over an open set $S^k$ starting from a point $x^{k-1}$ on the boundary of $S^k$ where $d^k$ is not defined. By employing the result of Lemma 7.1 a step of optimal size may be made from $\gamma_k = x^{k-1}$ in the direction $V(\gamma^{k-1})$ to find a point $z^k_1 \in S^k$ and a set

$$\mathcal{T}^k = \{x \mid x \in S^k, d^k(x) \geq d^k(z^k_1)\}$$

on which to carry out the remainder of the steepest ascent steps. The modified algorithm essentially defines $V^k(\gamma_0)$ to be $V(x^{k-1})$.

For each integer $k > 1$ let $\{z^k_j\}, j = 1, 2, \ldots$ be the sequence of points generated by the modified steepest ascent algorithm starting from $z^k_0 = x^{k-1}$. Since $V^k$ is continuous on $\mathcal{T}^k$ and $\mathcal{T}^k$ is compact by the continuity of $d^k$ on the bounded set $S^k \supseteq \mathcal{T}^k$, each accumulation point $\gamma^k$ of $\{z^k_j\}, j = 1, 2, \ldots$ satisfies $V^k(\gamma^k) = 0$ and therefore since $\gamma > 0$ there exists an integer $j$ such that $||V^k(z^k_j)|| \leq \epsilon$. Let $\epsilon(k)$ be the smallest integer $j$ such that $||V^k(z^k_j)|| \leq \epsilon$ and set $x^k = z^k_{\epsilon(k)}$. 
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then $\delta(k)$ is the number of steps required to solve subproblem $k$ and, thus, find a starting point for subproblem $k + 1$.

The development to bound $\delta(k)$ begins with the following lemma which is an extension of Lemma 2.1 dealing with a step from $x^{k-1}$ in the direction $v_k^{(1)}$ to a point $x(\cdot)$ in $S^k$. It not only shows the existence of $x(\cdot)$ but uses second order information to provide positive lower bounds for $f(x(\cdot)) - f^{(1)}$ and $g_i(x(\cdot))$ for $i = 1, 2, \ldots, m$.

For each integer $k \geq 1$ there exists a positive number $\tilde{\tau}$ depending on $k$ such that

\begin{equation}
(5.19) \quad f(x^{k-1} + \tilde{\tau} v(x^{k-1})) - f^{k-1} \geq \left(\frac{s^2}{u_1}\right) \n  \min \{G(x^{k-1}), 1\} > 0
\end{equation}

and for each $i \in \{1, 2, \ldots, m\}$

\begin{equation}
(5.20) \quad g_i(x^{k-1} + \tilde{\tau} v(x^{k-1})) \geq \left(\frac{s^2}{u_1}\right) \n  \min \{g_i(x^{k-1}), 1\} > 0.
\end{equation}

Proof:

For some $k \geq 1$ let

\begin{equation}
(5.21) \quad x(x) = x^{k-1} + \lambda v(x^{k-1})
\end{equation}

\begin{equation}
(5.22) \quad h(x) = \lambda \|v(x^{k-1})\|^2 - \frac{1}{2} \lambda^2 u \|v(x^{k-1})\|^2
\end{equation}

and

\begin{equation}
(5.23) \quad h(y) = G(x^{k-1}) - \lambda \Delta \|v(x^{k-1})\|^2 - \frac{1}{2} \lambda^2 v \|v(x^{k-1})\|^2
\end{equation}
for $\lambda \geq 0$ such that $x(\lambda) \in S^1$ where $\mu$, $\Delta$ and $G$ are defined by (5.6), (4.5) and (5.10) respectively. Assumption (5.1) and (5.21) imply by the second order Taylor's theorem [31] that

$$\tag{5.24} f(x(\lambda)) = f(x^{k-1}) + m f(x^{k-1} - f(x^{k-1}) + \frac{1}{2} \lambda^2 v f(x^{k-1}) \| w \|_0 \left( \frac{1}{1 !} \right).$$

and

$$\tag{5.25} g_i (x(k)) = g_i (x^{k-1}) + \lambda f_i (x^{k-1}) \cdot f(x^{k-1}) + \frac{1}{2} \lambda^2 v f(x^{k-1}) \| w \|_0 \left( \frac{1}{1 !} \right),$$

where $x^{k-1}$ lies on the line segment connecting $x^{k-1}$ and $x(\lambda)$ for $i = 0, 1, \ldots, m$. Then (5.24), (5.8) and (5.22) imply

$$\tag{5.26} f(x(\lambda)) = f(x^{k-1}) \lessgtr h_0 (\lambda) \quad \text{for all } \lambda \geq 0 \text{ such that } x(\cdot) \in S^1.$$

Similarly (5.25), the Cauchy-Schwarz inequality and the definition of $\Delta$ and $\mu$ imply that for each $i \in \{1, 2, \ldots, m\}$

$$\tag{5.27} g_i (x(\lambda)) \geq g_i (x^{k-1}) - \lambda \hat{m} \| v f(x^{k-1}) \|^2 - \frac{1}{2} \lambda^2 \| v f(x^{k-1}) \|^2 \| v f(x^{k-1}) \|^2$$

or

$$\tag{5.27} \left( \frac{g_i (x^{k-1})}{g_i (x^{k-1})} \right) x_i (x(\lambda)) = c_{i (x^{k-1}), c_{i (x^{k-1})}} \left( \frac{g_i (x^{k-1})}{g_i (x^{k-1})} \right) - \left( \frac{g_i (x^{k-1})}{g_i (x^{k-1})} \right).$$

Then since $G(x^{k-1}) - g_i (x^{k-1})$ by the definition of $G$, (5.21) and (5.27) imply that for each $i \in \{1, 2, \ldots, m\}$.
Not that \( l_o(0) = 0 \) and \( \frac{dh_o(0)}{d\gamma} = ||\mathbf{f}(\lambda^{k-1})||^2 > 0 \) and \( h(0) = G(\lambda^{k-1}) > 0 \), and by Assumption (5.2) and \(-\gamma\) by the boundedness of \( S^1 \). Consider increasing \( \lambda \) from zero until either \( h_o(\lambda) = h(\gamma) \) or \( h_o(\lambda) \) is maximized whichever occurs first.

If \( \gamma = 0 \), let \( \tilde{\gamma} \) maximize \( h_o(\gamma) \) for \( \lambda \geq 0 \) which exists since \( h_o(\gamma) \) is strictly concave for \( \lambda \geq 0 \). Then

\[
\tilde{\gamma} = \frac{1}{\mu}
\]

and

\[
h_o(\tilde{\gamma}) = \left(\frac{1}{2}\right) ||\mathbf{v}(\lambda^{k-1})||^2.
\]

If \( \gamma = 0 \), define \( \tilde{\gamma} = \gamma^0 \). Define \( \lambda \) by \( h_o(\lambda) = h(\gamma) \) so

\[
\frac{1}{2} \left( ||\mathbf{v}(\lambda^{k-1})||^2 - \frac{1}{2} \lambda^2 \right) ||\mathbf{v}(\lambda^{k-1})||^2 = G(\lambda^{k-1}) - \lambda \delta ||\mathbf{v}(\lambda^{k-1})|| - \frac{1}{2} \lambda^2 \mu ||\mathbf{v}(\lambda^{k-1})||^2.
\]

Then

\[
\lambda = \left(\frac{G(\lambda^{k-1})}{||\mathbf{v}(\lambda^{k-1})||^2 + \lambda ||\mathbf{v}(\lambda^{k-1})||} \right) > 0
\]

and

\[
(5.31)
\]
\[ h_0(\hat{\lambda}) = h(1) = \left( \frac{-G(x^{k-1}) ||\nabla f(x^{k-1})||^2}{||f(x^{k-1})||^2 + \lambda ||\nabla f(x^{k-1})||} \right). \]

(5.32) \[ \left[ 1 - \left( \frac{\mu}{2} \right) \left( \frac{G(x^{k-1})}{||\nabla f(x^{k-1})||^2 + \lambda ||\nabla f(x^{k-1})||} \right) \right]. \]

Now let \( \hat{\lambda} = \min \{ \overline{\lambda}, \lambda \} \). If \( \overline{\lambda} \geq \hat{\lambda} \) then \( \lambda = \overline{\lambda} \) and by (5.30)

(5.33) \[ h(\hat{\lambda}) = h_0(\hat{\lambda}) = \left( \frac{1}{\mu} \right) \left( \frac{1}{\mu} \right) ||\nabla f(x^{k-1})||^2. \]

If \( \overline{\lambda} > \hat{\lambda} \) then \( \lambda = \hat{\lambda} \) and by (5.29) and (5.31)

(5.34) \[ \left( \frac{1}{\mu} \right) \left( \frac{G(x^{k-1})}{||\nabla f(x^{k-1})||^2 + \lambda ||\nabla f(x^{k-1})||} \right) \]

and by (5.32)

(5.35) \[ \left[ 1 - \left( \frac{\mu}{2} \right) \left( \frac{G(x^{k-1})}{||\nabla f(x^{k-1})||^2 + \lambda ||\nabla f(x^{k-1})||} \right) \right]. \]

Then combining (5.34) and (5.35) yields

\[ h(\hat{\lambda}) = h_0(\hat{\lambda}) > \left( \frac{1}{2} \right) \left( \frac{-G(x^{k-1}) ||\nabla f(x^{k-1})||^2}{||\nabla f(x^{k-1})||^2 + \lambda ||\nabla f(x^{k-1})||} \right). \]

which implies by the definition \( \Delta_0 \)

(5.36) \[ h(\hat{\lambda}) = h_0(\hat{\lambda}) > \left( \frac{1}{2} \right) \left( \frac{1}{\lambda^2 + \lambda^2} \right) G(x^{k-1}) ||\nabla f(x^{k-1})||^2. \]
(5.37) \[ h(\hat{x}) = h_0(\hat{x}) - \left( \frac{\hat{r}}{n} \right) \min \{ G(\hat{x}^{k-1}), 1 \} > 0 \]

where \( n \) is defined by (5.12) and \( \hat{r} \) is defined by (5.9). Then (5.37) together with (5.10) and (5.21) implies (5.19) and together with (5.28) implies for each \( i \in \{1, 2, \ldots, n\} \)

\[
\frac{1}{r_i \left( \left( \frac{j}{n} \right) \left( \frac{\hat{r}}{n} \right) \right)^{\frac{1}{n}}} \left( \frac{\hat{r}}{n} \right) \left( \frac{\hat{r}}{n} \right) \min \{ G(\hat{x}^{k-1}), 1 \} = \left( \frac{\hat{r}}{n} \right) \left( \frac{\hat{r}}{n} \right) \min \left\{ p_i \left( \frac{1}{n} \right), p_i \left( \frac{1}{n} \right), \left( \frac{\hat{r}}{n} \right) \left( \frac{\hat{r}}{n} \right) \right\} \]

which implies with (5.10) implies (5.20) since \( G(\hat{x}^{k-1}) = p_i \left( \frac{1}{n} \right) \).

Before proceeding further with the first step, second step two preferences. First, one dealing with iteration \( k = 1 \) and the other with iterations \( k = 2 \), will be established. The results of these lemmas have different forms due to the fact that \( \hat{x}^0 \), the starting point for iteration \( k = 1 \), is in general not in an appropriate center for some previous iteration.

**Lemma 5.2**: \n
(5.38) \[
\frac{(1 \cdot \hat{x}^0 - \hat{x}^{0})}{\min \{ G(\hat{x}^{0}), 1 \}} = \left( \frac{1 \cdot \hat{x}^0 - \hat{x}^{0}}{G(\hat{x}^{0})} \right) \min \{ G(\hat{x}^{0}), 1 \} \quad \text{for all } x \in \hat{x}^1
\]

and for each \( i \in \{1, 2, \ldots, n\} \)

(5.39) \[
\frac{p_i(x)}{\min \{ p_i(x^0), 1 \}} \leq \left( \frac{\hat{r}}{G(x^0)} \right) \max \{ G(x^0), 1 \} \quad \text{for all } x \in \hat{x}^1.
\]

**Proof**: 

By the definition of \( G \), for each \( i \in \{1, 2, \ldots, n\} \).
The definition of $f^*$, (5.43) and (5.44) imply for each integer $k \geq 2$ that
(5.47) \[ \frac{(f(x) - f^*)}{\min \{G(x), 1\}} \leq \left( \frac{G(x)}{G(x^0)} \right) \max \left\{ \left| G(x^0), (\frac{f^0 - f^*}{G(x^0)}) \right| (1 + \frac{c m}{c}) \right\} \]

for all \( x \in S^1 \)

since for \( k \geq 1 \)

\[ f(x) - f^* \leq f - f^0 = \left( \frac{f^0 - f^*}{G(x^0)} \right) G(x^0) \]

for all \( x \in S^1 \).

Also, since \( G(x) = n \), (5.47) follows from (5.46) and (5.14). Also for each integer \( k \geq 2 \) and the definition of \( \gamma \)

(5.48) \[ \frac{\beta_i(x)}{\beta_i(x-1)} \leq m + \left( \frac{c}{d} \right) \gamma \]

for all \( x \in S^k \).

since for all \( k \leq 1 \), \( S^k \subset S^{1} \) and \( f(x) = f^{k-1} \) for all \( x \in S^k \), (5.47) implies

\[ 0 \leq m \leq \frac{\sum_{i=1}^{n} \frac{\beta_i(x)}{\beta_i(x-1)} + \gamma}{\sum_{i=1}^{n} \beta_i(x-1)} \]

for all \( x \in S^k \).

therefore for each integer \( k \geq 2 \) and each \( x \in \{1, 2, \ldots, m\} \)

\[ \frac{\beta_i(x)}{\beta_i(x-1)} \leq m + \left( \frac{c}{d} \right) \gamma \]

which implies

(5.48) \[ \min_{n} \left\{ \beta_i(x), 1 \right\} \leq \max \left\{ \beta_i(x), (\frac{c}{d}) \gamma \right\} \]

for all \( x \in S^k \).

since \( \beta_i(x) \leq 1 \) for all \( x \in S^1 \). Then (5.42) follows from (5.48) since
\[1 < 1 + \beta m + \epsilon \gamma \implies \max \left[ \frac{c}{g}, m + \left( \frac{\epsilon}{\beta} \right) \gamma \right] \leq \left( \frac{e(\beta, \epsilon)}{\beta} \right).\]

The next lemma employs the results of Lemmas 5.1, 5.2 and 5.3 to obtain an upper bound on \( d^k(x^k) - d^k(z_1^k) \) for each \( k \geq 1 \).

**Lemma 5.4:**

(5.49) \[ d^1(x^1) - d^1(z_1^1) \leq (1 + \beta m) \ln \left( \max \left[ G(x^0), 1 \right] \right) \]

and for \( k = 2, 3, \ldots \)

(5.50) \[ d^k(x^k) - d^k(z_1^k) \leq (1 + \beta m) \ln \left( \frac{e(\beta, \epsilon)}{\beta} \right) \]

**Proof:**

For some \( k \geq 1 \) let \( x(\lambda) = x^{k-1} + \lambda \Psi f(x^{k-1}) \) for \( \lambda \geq 0 \) such that \( x(\lambda) \in S^k \) and let \( \lambda^* \) be such that \[ d^k(x(\lambda^*)) = \max \left[ d^k(x(\lambda)) \mid \lambda \geq 0 \text{ and } x(\lambda) \in S^k \right]. \]

Such a \( \lambda^* \) exists by Lemma 5.1 and the continuity of \( d^k \) on the bounded set \( S^k \). Then \( z_1^k = x(\lambda^*) \) and with \( \lambda^* \) as in Lemma 5.1

\[ d^k(z_1^k) \geq d^k(x^k + \lambda^* \Psi f(x^k)) \]

and by (5.19) and (5.20)

(5.51) \[ d^k(z_1^k) \geq \ln \left[ \left( \frac{n}{\omega} \right) \min \left[ G(x^{k-1}), 1 \right] \right] + \beta \sum_{i=1}^{m} \ln \left[ \left( \frac{n}{\omega} \right)^{\frac{1}{i}} \min \left[ g_i(x^{k-1}), 1 \right] \right]. \]

Then (5.51) and the definition of \( d^k(x^k) \) imply for each integer \( k \geq 1 \)
\[
d^k(z^k) - d^k(z^k_{1}) \leq \ln \left( \frac{\nu(z)}{\max \{ \nu(x^{k-1}), 1 \}} \right) + \\
+ \beta \sum_{j=1}^{m} \ln \left( \frac{g_j(x^k)}{\max \{ g_j(x^{k-1}), 1 \}} \right)
\]

(5.52)

Then (5.49) follows from Lemma 5.2 and (5.52) with \( k = 1 \) and (5.50) follows from Lemma 5.2 and (5.52) with \( k = 2 \) since \( x^k \in S_k^j \) for all \( k \geq 1 \) and by (5.11)

\[
0 \geq \left( \frac{z_i^j}{\nu_i^j} \right) \left( \frac{z_i^j}{\nu_i^j} \right) - \frac{1}{\nu_i^j}
\]

and

\[
0 \geq \left( \frac{z_i^j}{\nu_i^j} \right) \left( \frac{z_i^j}{\nu_i^j} \right) - \frac{1}{\nu_i^j}
\]

By employing argument similar to those used in proving the previous lemma, Lemmas 5.1, 5.2 and 5.3 may be combined to provide lower bounds on \( f(x) - f^{i-1} \) and \( g_i(x) \) for \( i = 1, 2, \ldots, n \) for all \( x \in T^k \) where by

(5.53) \( T^1 \) contains the points \( z^k_1 \) for \( k \geq 1 \) generated by the modified steepest ascent algorithm.

Lemma 5.5

(5.53) \[ f(x) - f^0 \geq \tilde{g}(b_j(x))^{-1} \] for all \( x \in T^1 \)

and for each \( i \in \{1, 2, \ldots, m\} \)

(5.54) \[ g_i(x) \geq \tilde{g}(b_j(x))^{-1/\ell} \] for all \( x \in T^1 \)

and for \( k = 2, 3, \ldots \).
(5.55) \[ f(x) - f^{k-1} < (v(.; \epsilon))^{-1} \left( \frac{v(.; \epsilon)}{b} \right) \min \{ G(\lambda^{k-1}), 1 \} \quad \text{for all } x \in \Gamma \]

and for each \( i \in \{1, 2, \ldots, m\} \)

(5.56) \[ l_i(x) = (l(.; \epsilon))^{-1} \left( \frac{l(.; \epsilon)}{\alpha} \right) \min \{ G(\lambda^{k-1}), 1 \} \quad \text{for all } x \in \Gamma. \]

Proof

For each integer \( i \geq 1 \)

(5.57) \[ d^i \mu(x) = \ln \left( 1 - f^{k-1} \right) + \frac{m}{i} \ln g_1(x) + d^k \left( \frac{k}{i-1} \right) \quad \text{for all } x \in \Gamma. \]

Combining (5.57) with (5.51) yields

\[
\ln \left( 1 - f^{k-1} \right) + \sum_{i=1}^{\infty} \ln g_1(x) = \ln \left[ \left( \frac{\epsilon^i}{n} \right) \min \{ G(\lambda^{k-1}), 1 \} \right] + \\
+ \beta \sum_{i=1}^{\infty} \ln \left[ \left( \frac{\lambda^i}{\alpha^i} \right) \min \{ g_1(\lambda^{k-1}), 1 \} \right] \quad \text{for all } x \in \Gamma.
\]

which implies

\[
\ln \left( f(x) - f^{k-1} \right) = \ln \left[ \left( \frac{\epsilon}{n} \right) \min \{ G(\lambda^{k-1}), 1 \} \right] - \\
- \beta \sum_{i=1}^{\infty} \ln \left[ \left( \frac{\lambda^i}{\alpha^i} \right) \min \{ g_1(\lambda^{k-1}), 1 \} \right] \quad \text{for all } x \in \Gamma.
\]

Then by (5.39) of Lemma 5.2 and (5.59) with \( k = 1 \)

\[
\ln \left( f(x) - f^0 \right) \geq - \ln \left[ \left( \frac{\epsilon}{\sigma} \right) \left( \frac{\lambda}{G(\lambda^0)} \right) \left( \frac{1}{\lambda^0} \right) \min \{ G(\lambda^0), 1 \} \right] - \\
- \epsilon \ln \left[ \left( \frac{\alpha}{\sigma} \right) \left( \frac{\lambda}{G(\lambda^0)} \right) \min \{ G(\lambda^0), 1 \} \right] \quad \text{for all } x \in \Gamma.
\]
\[ \ln \left( f(x) - f^0 \right) \geq -\ln \left\{ \frac{1}{\Delta^2} \left[ \max \left\{ G(x^0), 1 \right\} \right]^{m+1} \right\} \quad \text{for all } x \in T^1 \]

which by (5.15) is equivalent to the desired result (5.53). In a similar manner (5.51) follows from (5.42) of Lemma 5.3, (5.59) with \( k \geq 2 \) and (5.16) since \( \frac{\Delta}{\sqrt{\frac{\Delta^2}{\Delta^2}}} \geq \left( \frac{\Delta}{\sqrt{\frac{\Delta^2}{\Delta^2}}} \right)^{\frac{1}{2}} \). Relation (3.5b) also implies for each \( i \in \{1, 2, \ldots, m\} \)

\[ \ln g_1(x) \geq \frac{1}{\sqrt{c^2}} \ln \left( \frac{f(x) - f^{k-1}}{\min \left\{ G(x^{k-1}), 1 \right\}} \right) - \]

\[ \frac{1}{\sqrt{c^2}} \ln \left( \frac{g_1(x)}{\min \left\{ G(x^{k-1}), 1 \right\}} \right) + \ln \left( \frac{\Delta}{\sqrt{\frac{\Delta^2}{\Delta^2}}} \right) \min \left\{ G(x^{k-1}), 1 \right\} \]

for all \( x \in T^1 \).

Then for each \( i \in \{1, 2, \ldots, m\} \) by Lemma 5.2 and (5.60) with \( k = 1 \)

\[ \ln g_1(x) \geq \frac{1}{\sqrt{c^2}} \ln \left( \frac{f^* - f^0}{\max \left\{ G(x^0), 1 \right\}} \right) - \]

\[ (m - 1) \ln \left( \frac{\Delta}{\sqrt{\frac{\Delta^2}{\Delta^2}}} \right) \max \left\{ G(x^0), 1 \right\} - \ln \left( \frac{\Delta}{\sqrt{\frac{\Delta^2}{\Delta^2}}} \right) \max \left\{ G(x^0), 1 \right\} \]

for all \( x \in T^1 \)

or by the definition of \( \theta \)

\[ \ln g_1(x) \geq -\ln \left\{ \frac{1}{\Delta^2} \left[ \max \left\{ G(x^0), 1 \right\} \right]^{m+1} \right\} \quad \text{for all } x \in T^1 \]

which by (5.15) is equivalent to the desired result (5.54). In a similar manner (5.50) follows from Lemma 5.3, (5.59) with \( k \geq 2 \) and (5.16) since
For \( k = 1, 2, \ldots \) let \( H^k(x) \) be the matrix of second partial derivatives of \( d^k(x) \) for \( x \in \mathcal{S}^k \). The results of Lemma 5.5 may be used to bound the norm of \( H^k(x) \) for all \( x \in \mathcal{S}^k \).

**Lemma 5.6.**

For all \( y \in L^n \)

\[
\sup_{x \in \mathcal{T}^k} y[-H^k(x)]y \leq \eta \left( \frac{1}{2G(x^0)} \right) \left[ b_1(\beta) + bm(b_1(\beta))^{1/\beta} \right] + \left( \frac{1}{2G(x^0)} \right) \left[ b_1(\beta) \right]^2 + \beta m(b_1(\beta))^{2/\beta} \left\| y \right\|^2
\]

and for \( k = 3, 4, \ldots \)

\[
\sup_{x \in \mathcal{T}^k} y[-H^k(x)]y \leq \eta \left( \frac{1}{2G(x^0)} \right) \left[ b_1(\beta) + bm(b_1(\beta))^{1/\beta} \right] + \left( \frac{1}{2G(x^0)} \right) \left[ b_1(\beta) \right]^2 + \beta m(b_1(\beta))^{2/\beta} \left\| y \right\|^2.
\]

**Proof:**

For each integer \( k \geq 1 \)

\[
V_d^k(x) = \frac{Vf(x)}{(f(x) - f^k)} + \beta \sum_{i=1}^{m} \frac{VG_i(x)}{g_i(x)} \quad \text{for} \ x \in \mathcal{S}^k
\]

which implies by Assumption (5.1)

\[
H^k(x) = \frac{H_0(x)}{(f(x) - f^k)} - \frac{(Vf(x)Vf(x)^T)}{(f(x) - f^k)^2} + \beta \sum_{i=1}^{m} \left( \frac{H_i(x)}{g_i(x)} - \frac{VG_i(x)VG_i(x)^T}{g_i(x)^2} \right)
\]
where $H_i(\cdot)$ for $i = 0, 1, \ldots, m$ are defined by (5.4) and (5.5) and 

$[\hat{H}(\cdot)]^t(\cdot)$, for example, is an $n \times n$ symmetric matrix whose $i$th element is 

$\left( \frac{\hat{H}(\cdot)}{f} \right)^t \left( \frac{\hat{I}(\cdot)}{f} \right)$.

Then for any $y \in \mathbb{E}^n$

$$y[H_i(\cdot)] = \frac{\gamma[H_i(\cdot)]h}{(f-h \cdot f)^2} + \frac{\gamma(f(x)^2)}{(f-h \cdot f)^2} + \beta \sum_{i=1}^m \left( \frac{y[H_i(\cdot)]h}{p_1(f)} + \frac{(\gamma_i(\cdot)y)^2}{\kappa_i(f)} \right)$$

for $y \in \mathbb{E}^k$.

and by the definition of $\gamma$, and Relation (5.8) and the definitions of $\gamma$ and $\beta$ and the Cauchy-Schwarz inequality

$$\gamma[H_i(\cdot)]y = \frac{\gamma[H_i(\cdot)]h}{(f-h \cdot f)^2} + \frac{\gamma(f(x)^2)}{(f-h \cdot f)^2} +$$

(5.63)

$$+ \beta \sum_{i=1}^m \left( \frac{1}{p_1(f)} + \frac{\gamma_i(\cdot)}{\kappa_1(f)} \right) \left| \gamma_i(\cdot) \right|^2 \quad \text{for all } x \in \mathbb{E}^k.$$

Then since $n = 2 \max \left| \frac{\gamma}{\alpha}, \frac{\gamma}{\beta}, \frac{\gamma}{\gamma} \right|$ (5.63) implies for any $y \in \mathbb{E}^n$ that

$$\gamma[H_i(\cdot)]y = \frac{\gamma[H_i(\cdot)]h}{(f-h \cdot f)^2} + \frac{\gamma(f(x)^2)}{(f-h \cdot f)^2} +$$

(5.64)

$$+ \beta \sum_{i=1}^m \left( \frac{1}{p_1(f)} + \frac{1}{\kappa_1(f)^2} \right) \left| |y||^2 \quad \text{for } x \in \mathbb{E}^k.$$

For the case when $k = 1$, Lemma 5.5 implies

$$\frac{1}{(f-h \cdot f)} \leq \left( \frac{1}{\alpha} \right) b_1(f) \quad \text{for all } x \in \mathbb{T}^1$$

(5.65)

and for each $i \in \{1, 2, \ldots, m\}$.
(5.66) \[
\frac{1}{f_1(x)} = \left(\frac{1}{k}\right) (h_1(x))^1/k \quad \text{for all } x \in \mathcal{S}.
\]

Then (5.61) follows from (5.65), (5.66) and (5.64) with \( k = 1 \). For the case when \( k \geq 2 \) (5.41) implies

\[
\frac{(f^* - f_{k-1})}{\min_{y \in \mathcal{S}^{k-1}}} \leq \left(\frac{f^* - f_0}{G(x^0)}\right)^{(h(y))} f^* - f_{k-1}
\]

which when combined with Lemma 5.5 implies

(5.67) \[
\frac{1}{\ell(x) - f_{k-1}} \leq b(c_1) \left(\frac{1}{G(x^0)}\right) \left(\frac{f^* - f_0}{f^* - f_{k-1}}\right) \quad \text{for all } x \in \mathcal{S}.
\]

And for each \( i \in \{1, 2, \ldots, m\}\)

(5.68) \[
\frac{1}{\ell_i(x)} \leq b(c_i, c) \left(\frac{1}{G(x^0)}\right) \left(\frac{f^* - f_0}{f^* - f_{k-1}}\right) \quad \text{for all } x \in \mathcal{T}^k.
\]

Then (5.62) follows from (5.67), (5.68) and (5.64) with \( k \geq 2 \).  

The next lemma provides an upper bound on \( \ell(k) \), the number of steps required by the modified steepest ascent algorithm to find \( x^k = z_1^k \) starting from \( x^{k-1} = z_0^k \) for each \( k \geq 1 \). Clearly \( \ell(k) = 1 \) and \( x^k = z_1^k \) if \( ||\partial h^k(\bar{z}_1^k)|| \leq c \). Otherwise \( \ell(k) > 1 \) and the remaining steepest ascent steps are carried out on \( \mathcal{T}^k \). For \( k = 1, 2, \ldots \) let

(5.69) \[
u_k = \sup_{x \in \mathcal{T}^k} ||h^k(x)||
\]

Lemma 5.6 implies the existence of \( \nu_k \) for \( k = 1, 2, \ldots \) since for a negative semidefinite symmetric matrix such as \( h^k(x) \)

(5.70) \[
||h^k(x)|| = \sup_{v \in \mathcal{S}} \langle -h^k(x), v \rangle
\]
Let \( h^k \) denote the right-hand side of (3.73) which is a concave function of \( \lambda \). Then

\[
\lambda^* \text{ maximize over positive real numbers the function of } \lambda \text{ on the right-hand side of (3.73) which is a concave function of } \lambda. \]
\[ d^k(z^k_j) + \left( \frac{1}{2^{\nu_k}} \right) ||v d^k(z^k_j)||^2 \text{ as } \lambda \text{ increases from } 0 \text{ to } \lambda^*, \] 

Equation (5.73) implies \[ z_j^k + \lambda v d^k(z^k_j) \in T^k \text{ for all } \lambda \in [0, \lambda^*] . \]

Then by the definition of \( z_{j+1}^k \) for \( j \geq 1 \)

\[ d^k(z_{j+1}^k) \geq d^k(z_j^k + \lambda^* v d^k(z_j^k)) \geq d^k(z_j^k) + \left( \frac{1}{2^{\nu_k}} \right) ||v d^k(z_j^k)||^2 \]

and if \( j < \ell(k) \) then \( ||v d^k(z_j^k)|| > c \) which implies

\[ d^k(z_{j+1}^k) > d^k(z_j^k) + \left( \frac{1}{2^{\nu_k}} \right) c^2 . \]

Then by induction on \( j \) for \( j = 1, 2, \ldots, \ell(k) - 1 \)

\[ d^k(z_{\ell(k)}^k) \geq d^k(z_1^k) + (\ell(k) - 1) \left( \frac{2}{2^{\nu_k}} \right) \]

which is equivalent to the desired result since \( x^k = z_{\ell(k)}^k . \)

Now Lemmas 5.4, 5.6 and 5.7 and Corollary 3.14 may be combined with the definition of \( a(\delta, \epsilon) \) to give an exponentially increasing function of \( k \) which upper bounds \( \ell(k) \) for all \( k \geq 1 \).

**Theorem 5.8:**

\[
(5.74) \quad \ell(1) \leq a_1(\delta, \epsilon) + 1
\]

and for \( k = 2, 3, \ldots \)

\[
(5.75) \quad \ell(k) \leq a_2(\delta, \epsilon)(a(\delta, \epsilon))^{k-1} + a_3(\delta, \epsilon)(a(\delta, \epsilon))^{2(k-1)} + 1
\]

where
\[ a_1(\cdot, \cdot) = \left( \frac{1}{\varepsilon} \right) \left( \frac{1}{\varepsilon^2} \right) \left[ a_j(\cdot) + \varepsilon \alpha(b(\cdot))^{1/\beta} \right] + \]

\[ + \left( \frac{1}{2 \varepsilon^3} \right) \left[ (b_1(\cdot))^2 + \varepsilon \alpha(b(\cdot))^{2/\beta} \right] \ln (b_1(\cdot, \cdot)) \]

(5.77) \[ \psi_2(\cdot, \cdot) = \left( \frac{1}{\varepsilon^2} \right) \left( \frac{1}{\varepsilon^2} \right) \left[ b(\cdot, \cdot) + \varepsilon \alpha(b(\cdot, \cdot))^{1/\beta} \right] \ln (b(\cdot, \cdot)) \]

and

(5.78) \[ a_j(\cdot, \cdot) = \left( \frac{1}{\varepsilon^2} \right) \left( \frac{1}{\varepsilon^2} \right) \left[ (b(\cdot, \cdot))^2 + \varepsilon \alpha(b(\cdot, \cdot))^{2/\beta} \right] \ln (b(\cdot, \cdot)). \]

\textit{Proof:}

From Lemma 5, and the definitions of \( b_1(\cdot) \) and \( b(\cdot, \cdot) \)

(5.79) \[ d^1(\cdot, 1) = d^1(\cdot, 1) \leq \ln (b_1(\cdot)) \]

and for \( l = 2, 3, \ldots \)

(5.80) \[ d^k(\cdot, k) = d^k(\cdot, 1) \leq \ln (b(\cdot, \cdot)). \]

Lemma 5.6, (5.69) and (5.70) imply

(5.81) \[ u_1 = \left( \frac{1}{\varepsilon} \right) \left( \frac{n}{\varepsilon^2} \right) \left[ b_1(\cdot) + \varepsilon \alpha(b_1(\cdot))^{1/\beta} + \left( \frac{1}{2 \varepsilon^3} \right) \left[ (b_1(\cdot))^2 + \varepsilon \alpha(b_1(\cdot))^{2/\beta} \right] \right] \]

and for \( k = 2, 3, \ldots \)

(5.82) \[ u_k = \left( \frac{1}{\varepsilon} \right) \left( \frac{n}{\varepsilon^2} \right) \left[ b(\cdot, \cdot) + \varepsilon \alpha(b(\cdot, \cdot))^{1/\beta} \right] \left( \frac{f^* - f^0}{f^* - f^{k-1}} \right) + \]

\[ + \left( \frac{1}{2 \varepsilon^3} \right) \left[ (b(\cdot, \cdot))^2 + \varepsilon \alpha(b(\cdot, \cdot))^{2/\beta} \right] \left( \frac{f^k - f^0}{f^* - f^{k-1}} \right). \]
From Corollary 3.14 and (5.17)

\[
\frac{r^* - r^0}{(r^* - r^1)} \leq (a(z, \varepsilon))^k - 1 \quad \text{for } k = 1, 2, \ldots
\]

Then (5.74) follows from (5.79), (5.81) and Lemma 5.7 with \( k = 1 \) where \( a_1(\beta, \varepsilon) \) is defined by (5.76) and (5.75) follows from (5.80), (5.82), (5.83) and Lemma 5.7 with \( k = 2 \) where \( a_2(\beta, \varepsilon) \) and \( a_3(\beta, \varepsilon) \) are defined by (5.77) and (5.78) respectively.

It should be noted that it is possible to find an upper bound in terms of the definition of this section for the factor \( a(\beta, \varepsilon) = \frac{1 + \varepsilon m}{\varepsilon p} \) appearing in Theorem 5.8 from (3.19) and the definition of \( G \)

\[
(5.84) \quad \| u \| \leq (1 + \varepsilon m + \varepsilon y) \left( \frac{r^* - r^0}{G(x^0)} \right) \quad \text{for } 1 = 1, 2, \ldots, m
\]

and from (3.23)

\[
(5.85) \quad \hat{p} > \sum_{i=1}^{m} \frac{u^*}{u_i} \quad \text{for all } u^* = (u_1^*, u_2^*, \ldots, u_m^*) \in U^*
\]

For \( x^* \in X^* \) and \( u^* \in U^* \)

\[
Vf(x^*) = - \sum_{i=1}^{m} u_i^* v_{R_i}(x^*)
\]

and by the definitions of \( \sigma \) and \( \Delta \) and the triangle inequality

\[
(5.86) \quad \sigma \leq \| Vf(x^*) \| \leq \sum_{i=1}^{m} u_i^* \| v_{R_i}(x^*) \| \leq \Delta \sum_{i=1}^{m} u_i^*.
\]

Combining (5.84), (5.85) and (5.86) yields
\[ p = \left( -\frac{\lambda (\varepsilon)}{f - f^0} \right) \left( \frac{1}{1 + \varepsilon + \varepsilon r} \right) \]

which implies

\[ a(\varepsilon, \beta) = \frac{1 + \varepsilon}{\lambda p} \left( 1 + \left( \frac{\varepsilon f^0}{f - f^0} \right) \left( \frac{\varepsilon f}{f - f^0} \right) \right) \left( \frac{\varepsilon r}{1 - f^0} \right) \]

This bound could also be used in conjunction with Corollaries 3.9, 3.14 and 3.15 and Theorem 3.16 to obtain corresponding bounds which replace the dependence on \( t' \) with dependence on \( \varepsilon \) and \( \beta \).

By combining the results of Theorem 5.8 and Corollary 3.12 an upper bounding function of \( t \) may be found for the total number of steepest ascent steps required to find a point \( \mathbf{x}^k \) starting from \( \mathbf{x}^0 \) such that \( f^* - f(\mathbf{x}^k) \leq t \) where \( t \) is a termination parameter for the algorithm.

**Theorem 5.9**

Let \( a_1(\beta, \varepsilon) \), \( a_2(\beta, \varepsilon) \) and \( a_3(\beta, \varepsilon) \) be as defined in Theorem 5.8 and let \( n(t) \) be the total number of steepest ascent steps required to find a point \( \mathbf{x}^k \) starting from \( \mathbf{x}^0 \) such that \( f^* - f(\mathbf{x}^k) \leq t \) where \( t < f^* - f(\mathbf{x}^0) \). Then

\[ n(t) \leq k(t, \beta, \varepsilon) + 1 + a_1(\beta, \varepsilon) + a_2(\beta, \varepsilon) \left( \frac{a(\beta, \varepsilon)}{a(\beta, \varepsilon) - 1} \right). \]

\[ n(t) \leq k(t, \beta, \varepsilon) + 1 + a_1(\beta, \varepsilon) \left( \frac{(a(\beta, \varepsilon))^2}{(a(\beta, \varepsilon))^2 - 1} \right) \]

\[ \cdot \left[ (a(\beta, \varepsilon))^2 - 1 \right] \]

while
In $k(t,B,c)$ is the greatest integer less than $\frac{\ln \left( \frac{f^* - f^0}{t} \right)}{\ln \left( \frac{1 + \alpha m + \epsilon y}{\alpha m + \epsilon y} \right)}$.

Proof:

From Corollary 3.12 if $k > \frac{\ln \left( \frac{f^* - f^0}{t} \right)}{\ln \left( \frac{1 + \alpha m + \epsilon y}{\alpha m + \epsilon y} \right)}$ then $f^* - f^k \leq t$ which implies $f^* - f^{k(t,B,c)+1} \leq t$ and

\begin{equation}
(5.88) \quad n(t) \leq \sum_{k=1}^{k(t,B,c)+1} \ell(k)
\end{equation}

where $\ell(k)$ is number of steepest ascent steps required to solve subproblem $k$. For the case when $k(t,B,c) = 0$, (5.87) follows immediately from (5.88) and (5.74). For the case when $k(t,B,c) > 1$, (5.88) and Theorem 5.8 imply

\begin{align*}
n(t) &\leq k(t,B,c) + 1 + a_1(\beta,\epsilon) + a_2(\beta,\epsilon)a(\beta,\epsilon) \sum_{k=2}^{k(t,B,c)+1} (a(\beta,\epsilon))^{k-2} + \\
&\quad + a_3(\beta,\epsilon)(a(\beta,\epsilon))^2 \sum_{k=2}^{k(t,B,c)+1} a(\beta,\epsilon)^{2(k-2)}
\end{align*}

which is equivalent to (5.87).
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